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INTRODUCTION1 

Generally biology and human pathology, in 
particular, operate with tissues or organs (several 
dozen) with organ structures (millions), cells 
(billions) and molecules (trillions). Among 
different members of some categories (diabetic and 
non-diabetic – for example) there are large 
differences, which explains the great heterogeneity 
of clinical forms. Within these clinical forms 
(paediatric diabetes, adult diabetes, senile diabetes) 
adds another type of heterogeneity that ultimately 
makes it impossible to identify two patients, even 
in the monozygotic twins. In these conditions the 
prediction of diabetes became a stringent necessity 
due to the current epidemic of diabetes that affects 
half a billion people.  However the prediction of 
diabetes is difficult due to the high number of 
organs and tissues which take part in the 
homeostasis of the human body.  

To exemplify how is regulated this important 
function of the body we will mention only the 
regulation of the blood glucose in the normal 
individual1. For this, it is important to understand 
the endocrine function of the pancreas and the 
secretion of insulin, a hormone discovered by N.C. 
Paulescu in 19212. So we have to make a brief 
presentation of the pancreas structure. The 
pancreas is a relatively large organ (70 g in adults), 
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which comprises two substructures, completely 
different and functioning independently. Exocrine 
tissue (which secretes enzymes required for 
digestion and absorption of nutrients in intestines) 
is the pancreatic exocrine acines (about 97% of the 
whole). The remaining 1.5–3%, ensuring the 
internal secretion of the pancreas, is represented by 
small sub-structures called the Langerhans Islands, 
following the name of the researcher who 
discovered them in 18693. The 2–3 grams of tissue 
representing these islets (about 2 million) are 
distributed randomly across the pancreas. In each 
of these islands there are approx. 5000 cells 
including β-pancreatic insulin secreting cells 
(about 68–70%, about 3000 / island). Making a 
simple calculation would result in 6 × 109 of beta-
pancreatic cells. In each of these cells there are 
approx. 12.000 secretory vesicles, and in each of 
them is stored approx. 200.000 insulin molecules. 
It results in a number of difficult to imagine 
molecules (14.4 × 1017). It should be noted that 
these molecules are similar but not absolutely 
identical. Insulin molecules act on all insulin-
dependent cells in the body, including adipocytes, 
hepatocytes, and muscles whose number is 
difficult to perceive4,5. 

To process such “big data”, inclusively in order 
to predict diabetes, the only reasonable solution is 
to use information technology in an appropriate 
manner. This is also, the purpose of this work, 
which doesn’t refer to metabolic pathology but to 
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another important topic: the oncological pathology. 
For that we will refer to the genes expression in 
colon cancer, having the advantage of the access to 
an Open Source database. 

Our main objective of this research is to obtain 
a superior method of extracting a new feature 
meaning useful information from existing 
predictors in a colon cancer study.  

Feature extraction is unbounded and depends 
very much on data particularities. On previous 
experiments and research we have used Octav 
Onicescu information energy called also kinetic 
energy for various data science task including 
feature extraction as could bse seen in references 8 
and 9. 

Creating new features (predictor) is part of a 
process called feature extraction. Feature extraction is 
a process with unbounded possibilities according 
to data set particularities that aims to use existing 
data set in order extract new features that are 
influential for the prediction task in order to 
improve performances of the machine learning 
models. 

In the past in our previous research we have 
also introduced a method of feature extraction 
using a method of another great Romanian mathe-
matician and staticistician, expert in probabilities 
called information energy or also called kinetic 
energy. 

For kinetic energy we used it to as method of 
feature extraction on natural language processing 
in order to improve accuracy of classifier for text 
data of different authors by text content as features 
and author owner as  the target. 

DATA AND METHOD 

In 1999, Uri Alon6,7 a highly cited researcher on 
that focuses among others on expression of genes 
currently working at Weizmann Institute of 
Science from Israel analyzed gene expression data 
for 2,000 genes from 40 colon tumour tissues and 
compared them with data from colon tissues 
belonging to 21 healthy individuals, all measured 
at a single time point. We can represent his data as 
a 2,000×61 gene expression matrix, where the first 
40 columns describe tumour samples and the last 
21 columns describe normal samples. 

Having 2000 features and 81 cases. We decided 
to try a Logistic Regression in order to see initial 
performance meaning balanced accuracy and 
diagonal of the confusion matrix8–13. 

For a deeper understanding of the starting point 
of present paper, some biographical information 
about mathematician Dan Barbilian are necessary. 
Dan Barbilian was prominent mathematician born 
on 18 march 1895 died on 11 august 1961 with 
very good achievements in mathematics such as 
contributions in Ring Geometry14, Barbilian 
Planes15 and theories of modern algebra, post-
mortem member of the Romanian Academy16. 

Published in 1934, the research of mathemati-
cian Dan Barbilian describing Apollonian metric 
will be quoted in several scientific articles and 
aims to calculate the Euclidean distance between 
point a and point b starting from the metric of the k 
region Figure 1. 
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His theory about Barbilian Spaces was presented 
into four chapters and over time there where 
researched by a vast number of people from 
academia world. 

EXPERIMENTING NUMBER 1 

The initial experiment was using a baseline 
logistic regression to perform the binary 
classification  where the outcomes  are in the set 
{0,1} where: 

• 0 means healthy patients 
• 1 patient with  colon tumour 
The reason why we chooses Logistic 

Regression instead of other classification method is 
because the data set is small and other models such 
as deep neural networks or decision tree based 
models (ensembles such as Random Forest, 
Gradient Boosting Trees) are to non-linear and on 
small data non linear tend to encounter much over 
fitting. 

The results of logistic regression on data 
without the feature engineering we propose was 
the following: 
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Balanced accuracy score (macro-average of 
recall scores per class): 0.92. 

In this experiment the chances to predict that a 
particular set of gene expressions of a person to 
really have colon cancer are 96% meaning 3% are 
predicted wrong to not have colon cancer while in 
reality they have. 

On the other hand the chances that a particular 
set of  gene expressions of a person to  be 
predicted not to have colon cancer are arround 
92% meaning 8% are predicted wrong to have 
colon cancer while in reality they do not have. 

EXPERIMENT NUMBER 2 

In experiment number we created a new feature 
based on Dan Barbilian apollonian metric. In order 
to be able to create a new feature aimed not to 
apply exactly the apollonian metric as it is 
described but to simulate as much as possible the 
use of the metric we did the next  steps which  
creates other variables that will  be filled in the  
formula of the distance: 
i. As could be seen in Figure 2 we first create 3 

clusters of the data using k-means clustering  
from sklearn, an open source machine learning 
library designed to work wih Python 
programming language. For each of the 61 
cases we made predictions in order to assign 
corresponding cluster. 

ii. For each of the clusters we computed also the 
centre of gravity. 
We define the centre of gravity of Data as the 

point whose i-th coordinate is the average of the i-

th coordinates of all points from Data. For 
example, the center of gravity of the points (3,8), 
(8,0), and (7,4) is [(3+8+7)/3,(8+0+4)/3]=(6,4). 
iii. We create 2 components T-distributed Stochastic 

Neighbour Embedding (t-SNE) a method for 
dimensionality reduction of the data. 
From Figure 2 where is the definition of the 

metric we assign the values of the variables from 
formula according to our data asset as follows: 
a)  a is current row gene expressions meaning the 

features that initially had; 
b)  b is centre of gravity of corresponding cluster; 
c)  p and q first and second component of 

Distributed Stochastic Neighbour Embedding 
(t-SNE), where  p is first component column T1 
and q is second component denoted T2 in the 
table. 
The results of logistic regression on data  

with currently created feature based o Barbilian 
formula of distance improved from previous 
expression as follows: 

Balanced accuracy score (macro-average of 
recall scores per class): 0.96. 

In this experiment the chances to predict that a 
particular set of gene expressions of a person to 
really have colon cancer are 100 meaning 30% are 
predicted wrong to not have colon cancer while in 
reality they have. 

On the other hand the chances that a particular 
set of gene expressions of a person to be predicted 
not to have colon cancer are around 92% meaning 
8% are predicted wrong to have colon cancer while 
in reality they do not have. Similar with experiment 
number 1 in this case. 

 

 
Figure 2 
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CONCLUSIONS 

Feature extraction on biological data when 
using machine learning methods is a step that is 
fundamentally necessary before training machine 
learning models and our method of feature 
extraction using Dan Barbilian apollonian metric 
given a proof of concept that is good for improving 
prediction performance. 

From Barbilian theories there are other 
experiments that could be performed and tested on 
other data sets or even in other domains starting from 
machine learning on structured data (row data) and 
going even beyond to unstructured data such as 
natural language processing or image processing. 
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