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Abstract. Due to the high frequency of occurrence, traffic accidents have always been the main cause of human deaths worldwide, claiming millions of lives every year. Failure to deal with traffic accidents that have occurred in time may cause widespread congestion and even more serious follow-up accidents. Therefore, the development of a system that can quickly recognize traffic accidents will be able to improve transportation efficiency and save more lives. However, limited by complex traffic scenarios and computing resources, most of the existing methods have restricted accuracy in natural environments or are difficult to actually deploy. In this study, a fast traffic accident recognition method based on deep neural network and edge computing is proposed, which only relies on common traffic surveillance cameras. First, images of different traffic conditions are collected to form a traffic condition dataset. Then a deep neural network with an attention module is constructed to automatically recognize traffic accidents in video surveillance. Finally, by parameter pruning and deploying on the edge computing device, the automatic recognition of the four traffic conditions, including dense traffic, sparse traffic, accidents, and burning vehicles, is realized. The recognition accuracy of the proposed method can reach 96.73%, which is of great significance for urban traffic management and human life protection.
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1. INTRODUCTION

Due to the high frequency of occurrence, traffic accidents have always been the main cause of human deaths worldwide, claiming millions of lives every year [1]. With the rapid expansion of the scale of cities and the rapid increase in the number of traffic vehicles, traffic congestion and traffic accidents have become the most troublesome problems for traffic management departments [2]. The rapid recognition of traffic accidents can reduce property losses and casualties caused by untimely rescue [3]. The traffic surveillance cameras, which are widely deployed above the road, provide the possibility to identify traffic accidents [4]. Moreover, in the past two decades, traffic surveillance has spread across all corners of urban streets, providing a large number of video data sources for vision-based accident recognition. How to effectively use the existing monitoring data for accident detection is very critical [5]. In view of the use of manpower to monitor each surveillance screen and make judgments may not be enough, because this will consume a lot of human resources.

In the last ten years, with the development of deep learning technology, especially deep neural network (DNN), computer vision technology based on convolutional neural network (CNN) has developed rapidly [6]. DNN does not require manual extraction of image/video features. All features are learned by models through a large amount of data and back propagation (BP) algorithms [7]. Therefore, DNN-based computer vision technology has higher accuracy than traditional image processing methods [8–10]. Bortnikov et al. [11] proposed an accident detection system based on a three-dimensional convolutional neural network (CNN). The generated traffic data is preprocessed by the optical flow method, and noise is injected separately to focus on the motion, and further changes are introduced into the data. By testing real traffic
videos on YouTube, the proposed method can identify traffic accidents. Wang et al. [12] used an improved Faster R-CNN-based regional proposal network to recognize traffic accidents and adopted four strategies to improve the region proposal network. Experimental results show that the mean average precision (mAP) of the proposed algorithm is better than other object detection algorithms. The algorithm has good performance in small object detection. Among them, the object detection speed is 6 frames per second (FPS), which is faster than other object detection algorithms. Le et al. [13] designed an accident detection network called Attention R-CNN, which consists of two streams: one is target detection with classes, and the other is feature attribute calculation. As an attention mechanism for obtaining scene context information, it integrates the global context in the scene into the target detection flow. This introduced attention mechanism enables us to recognize the characteristic attributes of objects. A large number of experiments on the newly constructed data set prove the effectiveness of our proposed network. However, due to the complexity of the natural environment, surveillance-based traffic accident detection is a very necessary and challenging visual task [14].

In addition, computing resources are also one of the core factors restricting the deployment of the accident recognition system [15]. Existing DNN-based models are usually deployed in the cloud or on a server with GPU to satisfy the real-time processing of traffic surveillance data [16]. Song et al. [17] proposed a cloud computing-based intelligent transportation system traffic emergency scheduling model for the traffic emergency dispatching of the traditional intelligent transportation system and used an improved genetic algorithm to solve the model and obtain the optimal dispatching plan. For the monitoring system of the intelligent road environment, Finogeev et al. [18] proposed a fusion model based on cloud computing to process large sensor data and established a comparison between the time series of traffic accidents and the time series of meteorological factors. The cloud computing-based traffic accident recognition method has brought the dawn of solving the problem, but since there are usually tens of thousands of traffic surveillance cameras in a city [19], monitoring so many cameras at the same time brings a great burden to the data transmission network and the cloud recognition model. Although the work of [20] focuses on the use of lightweight web frameworks, cloud transmission still restricts the actual deployment of existing methods. Integrating a certain amount of computing power on the camera can turn the camera into an edge computing device, and then have the ability to automatically recognize the occurrence of a traffic accident. This makes transmitting only the processing results a feasible solution to the above-mentioned challenges.

Edge computing, first proposed by Akamai in 1998 [21], is a distributed computing architecture that moves the computing of applications, data, and services from the central node of the network to the edge node of the network logic for processing [22]. EDGE computing decomposes large-scale services that were originally handled by central nodes, cuts them into smaller and easier-to-manage parts, and distributed them to edge nodes for processing. The edge node is closer to the user terminal device, which can speed up the data processing and transmission speed and reduce the delay. Deploying DNN on edge computing devices for real-time processing of traffic surveillance videos can bring a potential solution for the automatic recognition of traffic accidents. In this study, a fast traffic accident recognition method based on edge computing and DNN is proposed. First, surveillance videos under different traffic conditions are collected to form a dataset. Then, data augmentation is adopted to make the trained model better adapt to complex traffic scenarios. Next, a DNN with an attention module is constructed to automatically recognize traffic accidents in different scenarios. Finally, the trained model is compressed after parameter pruning so that it can be deployed on edge devices. The main contributions of this paper are summarized as:

- A fast traffic accident recognition method based on edge computing and DNN is proposed to recognize traffic accidents in time.
- An attention module is added to DNN to more accurately recognize traffic accidents from video surveillance.
- Parameter pruning is utilized to compress the trained model to reduce the storage space and computing resource requirements of the model, making it easy to deploy on edge computing devices.
- The proposed fast recognition method for traffic accidents combines edge computing devices and DNN, which solves the challenges of insufficient cloud resources and data transmission limitations and gets rid of the limitation of the number of access devices.
2. MATERIALS AND METHODS

This section introduces the adopted hardware devices and the proposed method in detail. First, detailed information about the camera and edge computing device used is given to illustrate the basis of this study. Then, the proposed method is explained point by point. The overall scheme of the proposed method is illustrated in Fig. 1.

![Construction of traffic accident recognition model](image)

**Model compression and deployment**

**Fig. 1 – Overall scheme of the proposed method.**

### 2.1. Hardware devices

As shown in Fig. 2, this study adopted HIKVISION webcams with 1/2.7" Progressive Scan CMOS sensor as traffic surveillance cameras, which are connected to the remote model server through an integrated RJ-45 Ethernet interface and can capture images with a resolution of 1280×720. The compressed traffic accident recognition model was deployed on a small and cheap edge device, Jetson Xavier NX (NVIDIA Inc, City, CA, USA), with 384 NVIDIA Volta CUDA cores and 48 tensor cores, which only provides 21TOPS of AI computing power.

![HIKVISION Camera and NVIDIA Jetson Xavier NX](image)

**Fig. 2 – HIKVISION Camera and NVIDIA Jetson Xavier NX.**

### 2.2. Data preprocessing

Some public traffic surveillance datasets have been released recently in the context of the research on traffic accidents surveillance data. In this paper, Traffic-net dataset [23], which contains images of dense traffic, sparse traffic, accidents, and burning vehicles, was utilized as the basis for constructing a traffic accident recognition dataset. There are a total of 4,400 images in different traffic conditions in the original dataset. There are 1,100 images of dense traffic, sparse traffic, accidents, and fire, respectively, 900 of them were used for training and 200 were used for testing. Although these data were collected from the real traffic
environment, most of the collected images were taken under bright light or high definition. However, traffic accidents often occur under different lighting conditions, and the images captured by the camera may also be disturbed by noise. Therefore, data augmentation is exploited to increase the amount of training data and consider various real situations to enhance the robustness of the model. As shown in Fig. 3, 15 different data augmentation methods, including cutout, noise, brightness, etc., were used to expand the dataset. In this way, the original 3,600 training images have been expanded to 57,600.

Fig. 3 – Examples of the data augmentation of the original traffic dataset.

2.3. DNN with attention module

After completing the construction and preprocessing of the dataset, a DNN composed of a CNN and an attention module is constructed, as shown in Fig. 4. Among them, CNN is utilized to extract image features of traffic surveillance frames, including texture, contour, color, etc. in the image, and generate high-dimensional vectors that can be processed by classifiers such as multi-layer perceptron (MLP). ResNet [24] was selected as the backbone network because of its advantages of better-fitting classification functions to obtain higher classification accuracy and solve the optimization training problem when the number of layers is deepened.

However, due to the limitation of the size of the convolution kernel, although the CNN model can increase the receptive field to a certain extent with the help of operations such as pooling, CNN cannot always pay attention to the global information of the image. Therefore, the attention mechanism was
proposed to adaptively assign importance weights between different regions of the image. This research follows the idea proposed by Woo et al. [25] and built an attention module (as shown in Fig. 5) to allow the model to ignore irrelevant information and pay more attention to the key information in the traffic surveillance frames.

The attention module is mainly composed of channel attention and spatial attention. These two parts are essentially mapping functions, which can be represented by $M_c$ and $M_s$ respectively. The input of the attention module is the feature maps $F \in \mathbb{R}^{C \times H \times W}$ extracted by ResNet, and the output $F'$ of the channel attention can be expressed as

$$F' = M_c(F) \otimes F,$$

where $\otimes$ denotes element-wise multiplication.

Then, the output $F'$ of the channel attention is feed into the spatial attention. The final output $F''$ of the attention module is obtained by mapping, and it is defined as

$$F'' = M_s(F') \otimes F'.$$

The entire attention mechanism module is composed of basic operations such as multiplication and addition, so the gradient is derivable in the entire model, so it can be trained end-to-end.

2.4. Parameter pruning

The well-trained model leverages a multi-layer network to enable the model to have strong enough feature extraction capabilities to realize the recognition of traffic accidents, but this also makes the model require more computing resources. Therefore, in order to be deployed on edge devices with limited resources, specific operations need to be performed to reduce the model’s resource requirements while ensuring that the recognition accuracy rate does not significantly degrade. A naive idea is to reduce the number of parameters in the model by means of parameter pruning. The parameter pruning operation on the well-trained model is mainly composed of two parts: channel sparsity and channel pruning [26].

Since each layer of the model sets a lot of channels to extract different image features, different channels have different effects on the final result. Therefore, the essence of channel sparseness is to polarize the weights of different channels on the final result by setting specific constraints, that is, important
channels get greater weights, and the original unimportant channel weights tend to be close to 0 or equal to 0. If the number of channels is directly reduced, the weights of each channel will change, but it is difficult to achieve the expected weight polarization, and the network feature extraction capability may be weakened due to insufficient channels. Therefore, by introducing a sparse factor γ into the loss function, which acts on the original cross-entropy loss function, the weights of each channel tend to be polarized during each training iteration. The final loss function is calculated as follows:

$$\text{Loss} = \text{cross}_\text{entropy}(P_i, Y_i) + \lambda \sum_{\gamma \in \Gamma} g(\gamma),$$  

(3)

where $\text{cross}_\text{entropy}(P_i, Y_i)$ is the cross-entropy loss function, which is commonly used in CNN training, $P_i$ indicates the predicted result of the $i^{th}$ input, $Y_i$ denotes the corresponding ground truth label, $\lambda$ is a weight coefficient used to balance cross-entropy loss and sparsity item, $g(\bullet)$ represents the sparsity item, which is essentially a function with a sparse factor as input, adding on the total loss to guide the training of the network.

After the channel sparsity, the weights of different channels on the final result are polarized, and then the channels with less influence on the final result can be pruned to reduce the amount of network parameters. The principle of the channel pruning algorithm is shown in Fig. 6. The coefficient of the batch normalization (BN) layer is utilized to calculate the contribution score of the channel to the network. Then, according to the distribution of pruning rate and coefficients, the channels with high contribution scores are retained, and the channels with low contribution scores are deleted (as red dotted line shown in Fig. 6). When connecting the inter-layer channels, the channels with lower contributions do not participate in the connection, and a simplified model that takes up less storage space is generated. In this process, a pruning threshold compression rate $\alpha$ can be preset as a criterion for judging whether to keep or remove the relevant channel. This threshold is calculated as follows:

$$\theta^{(k)} = \text{sort}^{(k)}(\theta),$$  

(4)

where $\theta$ and $\theta^{(k)}$ represent the parameters of the $k^{th}$ BN layer before and after pruning, respectively. $\text{sort}^{(k)}(\theta)$ indicates the weight of all channels of the $k^{th}$ BN layer sorted from large to small and removes the smaller part according to hyperparameter $\alpha$.

The entire optimization process can be represented by pseudocode Algorithm 1.

---

**Algorithm 1** Optimization algorithm of the proposed method

**Input:** Training image set $T$, labels $Y$, learning rate $\varepsilon$, and network parameters $\theta$, maximum training iteration $I$, Hyperparametric compression rate $\alpha$ and sparsity training rate $\gamma$, Weight coefficients in the loss function $\lambda$.

**Output:** Original network parameters $\theta$, Compressed network parameters $\theta'$.

1. **Initialize:** the parameters $\theta$ of the ResNet with attention module with pretrained weights $\theta_i$ and $i = 0$. 
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2: while not converged and $i < I$ do
3: $i = i + 1$;
4: for $i = 0$ to $I$ do
5: Feed a batch image $B_i$ from the training image set $T$ into the network, the predicted results $p_i$: $p_i = F_\theta(B_i)$;
6: Calculate the loss of the predicted results according to Eq. (3);
7: Calculate the backpropagation gradient with the aid of the backpropagation algorithm: $\Delta \theta = BP(Loss)$
8: Obtain the optimized network parameters: $\theta = \theta - \Delta \theta \cdot \epsilon$
9: end for
10: Select network parameters of any layer $k$ and sort each weight value from largest to smallest, according to the compression rate $\alpha$, only the part with the larger value is retained according to Eq. (4);
11: end while

2.5. Evaluation metric

The performance evaluation metric is the model size, precision of accident recognition, recall rate, and F1-score. Precision is the final measure of the prediction result, which can be obtained by dividing the true value by the sum of the true and false values:

$$\text{Precision} = \frac{TP}{TP + FP}. \quad (5)$$

Recall is a measure of how well each unique label matches the predicted result, which is the true result divided by the sum of the true and false negative values:

$$\text{Recall} = \frac{TP}{TP + FN}. \quad (6)$$

F1-score is the harmonic mean of precision and recall, where F1-score achieves the best value at 1 and the worst value at 0. The F1-score is calculated as follows:

$$F1-\text{score} = \frac{2(\text{Precision} \times \text{Recall})}{(\text{Precision} + \text{Recall})}. \quad (7)$$

3. EXPERIMENT

With the help of the method proposed in Section 2, a DNN with an attention module was first constructed based on the Traffic-net dataset. By adopting the parameter pruning method proposed in the previous section, the constructed model was compressed to facilitate deployment on edge computing devices. After the trained model and the compressed model are evaluated on the testset respectively, the performance of the proposed method is presented numerically. In this section, the experimental details and results are demonstrated separately.

3.1. Experimental detail

The initial learning rate is $10^{-3}$, and the decay rate is set to $10^{-1}$ per 2000 iterations, the activation function of the hidden layer is the rectified linear unit (ReLU) function, and the activation function of the output layer is the linear function. The maximum iterations of the model were set to 80 epochs. The number of layers and channels of the backbone network follows the settings of [25], and a ResNet network with 50 convolutional layers is used. The batch size is preset to 32 to ensure that the graphic memory can withstand without sacrificing accuracy. In all our experiments, we initialize all channel scaling factors $\gamma$ to be 0.5, and the weight value $\lambda$ in the loss function is fixed to $10^{-5}$. Compression rate $\alpha$ is set to 0.90, which means that
only about 10% of channels are reserved. Besides, in the experiment, \( g(s) = |s| \), which is called L1-norm and is widely used to achieve sparsity. The features extracted by max pooling and average pooling in the spatial attention module are fused by a 7x7 convolutional layer. All the experiments are conducted on an Intel i7-6700 CPU at 4.0 GHz with 16 GB RAM and 8 Nvidia P100 GPU with 16 GB memory. The programming language is Python 3.6, and the integrated development environment is Anaconda 3.

### 3.2. Experimental result

To further clarify the role of each module in the proposed method, ablation experiments are performed to demonstrate the differences between different methods, as shown in Table 1. It should be noted that the methods compared in Table 1 were all compared under the same epochs and the same hyperparameter settings.

<table>
<thead>
<tr>
<th>Description</th>
<th>Size</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-50 (baseline)</td>
<td>276.8M</td>
<td>90.30%</td>
<td>92.14%</td>
<td>91.21%</td>
</tr>
<tr>
<td>ResNet-50 + Attention</td>
<td>282.9M</td>
<td>97.09%</td>
<td>98.47%</td>
<td>97.78%</td>
</tr>
<tr>
<td>ResNet-50 + Attention+pruning</td>
<td>20.4M</td>
<td>96.73%</td>
<td>95.44%</td>
<td>96.08%</td>
</tr>
</tbody>
</table>

The experimental results show that by adding the attention module, the proposed method has a nearly 7% improvement over the baseline, but the model size is only increased by 6M. But after the parameter pruning, the size of the model is reduced by 92.79%, only about 20M in size, but only with a loss of accuracy of 0.36%. This is mainly because the fact that when models such as ResNet were initially constructed, many layers of convolutional layers were stacked to ensure that CNN has strong feature extraction capabilities. However, after training and fine-tuning were completed, there were a large number of channels and layers in the model that will not have a significant impact on the final result, so they can be removed by pruning. After pruning and compression, the model is only about 7.2% of the original model, and the number of parameters and the number of network layers is greatly reduced so that the model can be deployed on edge computing devices with less powerful computing power. By testing the models deployed on edge devices, the recognition accuracy of traffic accidents can also reach 96.73%, and the processing speed can reach 26 FPS. This is sufficient to meet the deployment needs of daily traffic surveillance cameras. As shown in Fig. 7, a visual example is given to better explain the results of the experiment.

![Fig. 7 – Visualization of traffic accident recognition results.](image)
4. CONCLUSION

Aiming at the challenges faced by the actual deployment of video surveillance in existing traffic systems, this study proposed a fast traffic accident recognition method based on edge computing and DNN. Through data augmentation, a dataset that is more robust to the natural environment is generated on the basis of the original Traffic-net accident dataset. In addition, by combining CNN and the attention module, the accuracy of traffic accident recognition is effectively improved. Finally, the model is compressed through parameter pruning so that the model can be deployed on edge computing devices. Experimental results show that the proposed method can achieve a recognition accuracy of 96.73% and run-on edge computing devices at a speed of 26 FPS. With the help of the proposed method in this study, traffic accidents can be automatically, quickly, and accurately recognized, which is of great significance for urban traffic management and the protection of human lives.
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