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Abstract. GIBBON is an authenticated encryption mode of the CAESAR submission PRIMATEs. In this paper we present a state recovery attack in the nonce-reuse scenario. Our attack is a cube attack against GIBBON requiring roughly $2^{35}$ 10-byte input blocks. The amount of input blocks required is lower than the expected $2^{64}$ 10-byte input blocks. This reduction is achieved by exploiting a flaw in how the outer part is chosen in relationship to SubElements transformation that is used in the underlying PRIMATE permutation. By performing attacks on a reduced-round PRIMATE permutation, we make a prediction of the computational power required for the attack on GIBBON.
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1. INTRODUCTION

In this paper we contribute to the analysis of the authenticated encryption family PRIMATEs, submitted as a candidate to the CAESAR competition. However, while this paper was being written, the PRIMATEs family was deselected for the current round (round three) of the CAESAR competition. Nonetheless, we think our result can still be helpful for anyone wanting to use the PRIMATEs family of authenticated algorithms and can be helpful for the PRIMATEs designers.

To analyse the PRIMATEs family for authenticated encryption we will study differential attacks on symmetric cryptography. Differential attacks are attacks that exploit relations between differences induced in the input data and differences observed in the output data. This type of cryptanalysis was first introduced by Biham and Shamir in 1991 [4]. More specifically, we use higher-order differential cryptanalysis, which is a generalization of differential attacks and was introduced by Xuejia Lai in 1994 [11]. In higher-order differential cryptanalysis instead of using the difference between two input blocks, we study the effect of multiple differences. In this method, the concept of derivatives on a bit string mapping is used to generate linear relations between outputs of derivatives of this mapping and the input block. By solving these linear relations we can reconstruct the secret part of the input data. In Section 1.3 a closer look into higher-order differential attacks, sometimes called cube attacks, is given.

The authenticated encryption family PRIMATEs uses the duplex construction [1, p.16]. The sponge and duplex construction are constructions introduced in 2006 and 2011, respectively, by the Keccak team [3]. The SHA-3 algorithm (a subset of Keccak) uses a sponge construction and made them popular [13]. A sponge construction can be used to build an algorithm that accepts any input stream of finite length and can output a bitstring of a chosen length, dependent on the input stream. Internally, such a construction uses a finite state to store information about the input stream. This finite state is combined with a permutation to generate an arbitrarily long stream of data. The duplex construction extends this by allowing the interleaving of input data and output data. Duplex constructions can be used for authenticated encryption. The heart of both of these constructions is a permutation. Therefore, our attack exploit flaws in the permutation. The permutation used in PRIMATEs is described in Section 2.
The state of a duplex construction can be used to find information of the data that was output as well as the data that will be output. The security of a duplex construction relies on the adversary not knowing the state completely in keyed modes. Thus knowledge of the state allows predicting the output for given inputs. Therefore, our differential attack focuses on finding the state of these algorithms. This is done by performing a differential attack on the permutation of PRIMATEs. In Section 3, we document our attack on PRIMATEs.

1.1. Our contribution

We show in this paper that the six-round version of the PRIMATE permutation is not secure in a duplex construction. By using a flaw in the PRIMATE permutation our attack on the six-round version has a complexity one would expect of a five-round version: instead of requiring a small multiple of $2^{64}$ input blocks, we are able to perform this attack using only a small multiple of $2^{32}$ input blocks, showing a flaw in the PRIMATE permutation. The effect of our attack on the GIBBON encryption scheme is analysed. We found that the GIBBON encryption scheme is broken in case the adversary can reuse nonces.

This work can be related to other attacks against encryption schemes employing duplex constructions. For instance, attacks against reduced-round variants of Keyak [7] have been published.

Many examples of cube attacks on other type of constructions exists, for instance [8, 2, 14, 12, 9].

1.2. Duplex constructions

A duplex object is a stateful object with an interface supporting initialization and duplexing$(M, l)$. It has a state with a width of $b$ bits. The duplex object is dependent on the parameter $r$, the bit rate. The bit rate is the number of bits the duplex construction can absorb in its state before the permutation is called. The bits are absorbed into the state and so the bit rate must be smaller than the width $b$: $r < b$. Duplexing$(M, l)$ with $l \leq r$ is a function that, given a finite bit string $M$ of a certain maximum length, outputs a bit string of length $l$ dependent on $M$ and the current state of the duplex object. This means that the output is dependent on all previous $M$’s that were passed to the duplex object, including the order. The duplex operation should be one-way: it must be hard to reconstruct $M$, or any of the other previous blocks passed to the duplex object.

In Figure 1 the construction is described with a diagram. As can be seen in this figure, the duplex object has a state that can be divided into two parts. The first $r$ bits are called the outer state. Every time the duplex operation is executed, this outer state will be output. Therefore, someone who has access to the output, knows the outer state. Furthermore, the input that is provided to the duplex operation will be absorbed by an exclusive-or into the outer state. Therefore, an adversary

![Diagram of the duplex construction](image-url)

Fig. 1 – A diagram of the duplex construction.
controlling the input and having access to the output of a duplex object will know and be able to set the outer state.

The last $b - r$ bits of the state cannot be read from or written to by the user. This part of the state is referred to as the inner state, and its width is denoted by $c = b - r$, also called the capacity. After each duplex operation, the inner state, as well as the outer state, will depend on the previous outer and inner state, by applying the permutation $f$.

### 1.3. Higher-order differentials

The input to $f$ is the state $s$ and can be written as $s = (s_1, \ldots, s_b) = (\alpha_1, \ldots, \alpha_c, \beta_1, \ldots, \beta_r)$. Then $\alpha = (\alpha_1, \ldots, \alpha_c)$ is the outer state of $s$ and $\beta = (\beta_1, \ldots, \beta_r)$ is the inner state. Sometimes we also speak of the outer part of the state and the inner part of the state.

To simplify the notation we define the zero vector $O$ and the unit vectors $e_i$:  
$$O = (0, \ldots, 0)$$  
$$j^\text{th} \text{ element}$$  
$$e_j = (0, \ldots, 0, 1, 0, \ldots, 0)$$

As explained before, an attacker can only read and write to the $\alpha_i$ values of $s$ and calculate other states by performing $f(s)$. The permutaion $f(s)$ generates a new state. In our analysis we split $f(s)$ per bit:

$$f(s) = (f_1(s), \ldots, f_i(s), \ldots, f_b(s)),$$

where $f_i : \mathbb{F}_2^b \to \mathbb{F}_2$. Here $\mathbb{F}_2$ is the Galois field of two elements, also called $GF(2)$. Because addition and multiplication is functionally complete in $\mathbb{F}_2$, we can write $f_i$ as a polynomial. In $\mathbb{F}_2$ we will write a monomial $m(s) : \mathbb{F}_2^b \to \mathbb{F}_2$ as:

$$m(s) = m(s_1, \ldots, s_b) = s_{i_1} \cdot s_{i_2} \cdot \ldots \cdot s_{i_j} = s^H,$$

where $H = \{i_1, \ldots, i_j\}$ is the set of indices of all terms $s_i$ that are in the monomial. Each index must be between 1 and $b$. As a shorthand, we write $T^+_b$ to mean the set of all indices between 1 and $b$. Thus, $T^+_b = \{1, \ldots, b\}$ and $H \subseteq T^+_b$. We write $f_i$ as:

$$f_i(s) = \sum_{H \subseteq T^+_b} t_H s^H,$$

with $t_H \in \mathbb{F}_2$, this is called the algebraic normal form of $f_i$. Essentially, $t_H$ is a boolean constant that determines if $s^H$ is a term of $f_i$. Please note that $f_i$ can also have a constant term, this is encoded as $t_H$.

By performing summation while varying various input variables, we can create a function with a lower degree than the degree of $f_i$. For instance, write $f_i$ as follows:

$$f_i(s) = \sum_{H \subseteq T^+_b} t_H s^H$$

$$= \sum_{H \subseteq T^+_b \setminus \{1\}} t_{(H \cup \{1\})} s^{(H \cup \{1\})} + \sum_{H \subseteq T^+_b \setminus \{1\}} t_H s^H$$

$$= s_1 \cdot \sum_{H \subseteq T^+_b \setminus \{1\}} t_{(H \cup \{1\})} s^H + \sum_{H \subseteq T^+_b \setminus \{1\}} t_H s^H$$

$$= s_1 \cdot p(s) + q(s),$$

with $p(s)$ and $q(s)$ independent of $s_1$. We have split $f_i$ into two parts: one dependent on $s_1$ and one independent of $s_1$.

We can extract $p(s)$ by changing only the first bit of $s$ and performing an addition of the evaluations:
\[ f_i(0,s_2,\ldots,s_n) + f_i(1,s_2,\ldots,s_n) \]
\[ = 0 \cdot p(0,s_2,\ldots,s_n) + q(0,s_2,\ldots,s_n) + 1 \cdot p(1,s_2,\ldots,s_n) + q(1,s_2,\ldots,s_n) \]
\[ = 0 \cdot p(s) + q(s) + 1 \cdot p(s) + q(s) \quad \text{(} p(s), q(s) \text{ independent of } s_1 \text{)} \]
\[ = p(s) + (1 + 1) \cdot q(s) = p(s). \]

By extracting \( p(s) \) from \( f_i(s) \), we are effectively reducing the degree: if the degree of \( f_i(s) = d \) then the degree of \( p(s) \) must be equal to or smaller than \( d - 1 \).

This can be done in the same manner for other bits. Take \( p(s) \) and \( q(s) \) independent of bit \( j \) and such that:
\[ f_i(s) = s_j \cdot p(s) + q(s). \]

For simplicity we introduce the differential notation \( \delta_j \):
\[ \delta_j(f_i)(s) = f_i(s + 0 \cdot e_j) + f_i(s + 1 \cdot e_j) \]
\[ = f_i(s_1,\ldots,s_{j-1},0,s_{j+1},\ldots,s_n) \]
\[ + f_i(s_1,\ldots,s_{j-1},1,s_{j+1},\ldots,s_n) \]
\[ = f_i(s_1,\ldots,s_{j-1},0,s_{j+1},\ldots,s_n) + f_i(s_1,\ldots,s_{j-1},1,s_{j+1},\ldots,s_n) \]
\[ = 0 \cdot p(s) + q(s) + 1 \cdot p(s) + q(s) \]
\[ = p(s) \]
\[ = \sum_{H \subseteq (\mathcal{J}_b \setminus j)} t_{(H \cup j)} s^H. \tag{1} \]

The differential operator \( \delta_i \) can also be applied to the function \( f = (f_1,\ldots,f_b) \):
\[ \delta_i(f) = f(s + 0 \cdot e_j) + f(s + 1 \cdot e_j) \]
\[ = (f_1(s + 0 \cdot e_j) + f_1(s + 1 \cdot e_j),\ldots,f_b(s + 0 \cdot e_j) + f_b(s + 1 \cdot e_j)) \]
\[ = (\delta_i(f_1),\ldots,\delta_i(f_b)) \]
\[ = \left( \sum_{H \subseteq (\mathcal{J}_b \setminus j)} t_{(H \cup j)}^{(1)} s^H,\ldots,\sum_{H \subseteq (\mathcal{J}_b \setminus j)} t_{(H \cup j)}^{(2)} s^H \right) \]
\[ = \sum_{H \subseteq (\mathcal{J}_b \setminus j)} t_{(H \cup j)} s^H. \]

The same properties then hold, but \( t_H \) will be in the set \( \mathbb{F}_2^b \) instead of \( \mathbb{F}_2 \). Obviously, we need to apply the differential over multiple bits to generate a linear equation. To this end, let a set \( G = \{g_1,\ldots,g_m\} \subseteq \mathbb{N}, \quad 1 \leq g_i \leq n \) be given and we define:
\[ \delta_G(f_i)(s) = \delta_{g_1}(\delta_{g_2}(\ldots\delta_{g_m}(f_i\ldots))(s) \]
\[ = \sum_{H \subseteq (\mathcal{J}_b \setminus G)} t_{(H \cup G)} s^H. \tag{2} \]
For the appropriate choice of \( G \), \( \delta_G(f) \) becomes linear. However, to formulate an attack, we need to be able to determine the representation of \( \delta_G(f) \). Firstly, we should note that \( O = (0, 0, \ldots, 0)^H \) is 0 except when \( H = \emptyset \). When \( H = \emptyset \), \( s^H \) becomes the empty product, which is 1. This gives a way to retrieve \( t_\emptyset \):

\[
f_i(O) = t_\emptyset.
\]

To retrieve other \( t_H \)'s we can combine this approach together with applying \( \delta_G \):

\[
\delta_G(f)(O) = \sum_{H \subseteq \{1, 2, \ldots, n\}} t_{H \cup \{j\}} O^H = t_O.
\]

One can also calculate \( t_{(G \cup \{j\})} \) when \( t_G \) is known by using the following observation:

\[
\delta_G(f)(e) = t_G + t_{(G \cup \{j\})}.
\]

By generating linear equations and determining the representation of these equations, we can build a linear system. Elaborate proofs of these statements are omitted in this paper and one can read [11] or [15] for more information. Attacks generating linear systems in this way are called cube attacks.

2. DESCRIPTION OF THE PRIMATE PERMUTATION

In this paper, we will be attacking the GIBBON scheme for the authenticated encryption, which is part of the PRIMATEs family for authenticated encryption. As a crude description, GIBBON uses the duplex construction to encrypt a message \( M \) by first making the state dependent on the key. This is done by absorbing the secret key, as well as the nonce and possibly the associated data in the duplex object. Then the output stream of the duplex object is used to encrypt \( M \). \( M \) is also fed into the duplex object. In any case, as the ciphertext of \( M \) is dependent on the state of the duplex construction, the security of the PRIMATEs encryption scheme requires that the inner state remains secret. When the inner state is known by an adversary it is possible to decrypt the output stream or forge a ciphertext including the authentication tag.

Figure 2 provides the pseudo-code of the GIBBON encryption scheme. A more detailed explanation can be found in [1, p. 6].

A duplex construction is built by repeatedly applying a permutation on the state. If we can extract the inner state by setting the outer state to a certain value, applying the permutation and reading from the outer state again, we have found a vulnerability in the chosen-plaintext attack model. Therefore, we will analyse from now on the permutations of the PRIMATEs family, as such a vulnerability in the permutation will cause a vulnerability in the encryption algorithm.

The permutation PRIMATE used in the PRIMATEs authenticated encryption schemes is inspired by Fides [5] and its structure resembles the Rijndael block cipher [6][1, p. 7].

Two different permutations are defined, a 200-bit version (PRIMATE-80) and a 280-bit version (PRIMATE-120). The permutation itself uses an S-box to provide non-linearity. The state is divided into a grid of 5-bit elements, corresponding to the width of the S-box used. In PRIMATE-80, the state is divided into \( 5 \times 8 \) elements of 5 bits and in PRIMATE-120, the state is divided into \( 7 \times 8 \) elements of 5 bits. The PRIMATE permutation updates the internal state in rounds, where each round is a sequence of steps:

\[
\text{PRIMATE-round} = \text{CA} \circ \text{MC} \circ \text{SR} \circ \text{SE}.
\]

The round functions is applied multiple times, which gives the permutations \( p_1, p_2, p_3 \) and \( p_4 \). The operations applied to the state in one of the PRIMATE-rounds are:

- SE, the SubElements operation. This is the only non-linear operation in the PRIMATE permutation. This operation applies a 5-bit S-box to each element of the state. The polynomial degree of this operation is 2.
• SR, the ShiftRows step. This step is a linear operation, and circularly shifts the rows of the state. Each row is circularly shifted by a different number. The shift offset is determined by the sequence \( h = (h_1, h_2, \ldots) \); row \( i \) is shifted left by \( h_i \) positions. In PRIMATE-80 we have \( h = (0, 1, 2, 4, 7) \) and for PRIMATE-120 we have \( h = (0, 1, 2, 3, 4, 5, 7) \).

• MC, the MixColumns operation. This step is a linear operation. The MixColumns operation multiplies each column with a \( 5 \times 5 \) matrix in PRIMATE-80 or a \( 7 \times 7 \) matrix in PRIMATE-120. This multiplication is done in the field \( \mathbb{F}_2[x]/(x^5 + x^2 + 1) \). The exact matrix is not important for our analysis and is left out.

• CA, the ConstantAddition step. This step is again a linear operation. It combines the second element of the second round with a constant \( rc \) using an exclusive-or operation. The purpose of CA is to make each round different and to break the symmetry of the other operations. This constant changes every round and is generated using a Linear Feedback Shift Register (LFSR). The ConstantAddition step can be used to generate several different permutations, by setting the initial value of the LFSR to different values. This is used, for instance, to define \( p_1, p_2, p_3 \) and \( p_4 \).

Algorithm 5: E\(_k\)(N,A,M)

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Input: ( K \in C_2^1, N \in C_2^7, A \in {0,1}^* ), ( M \in {0,1}^* )</td>
<td></td>
</tr>
<tr>
<td>Output: ( C \in {0,1}^*, T \in C_2^1 )</td>
<td></td>
</tr>
<tr>
<td>1 ( V \leftarrow p_1(0^{</td>
<td>V</td>
</tr>
<tr>
<td>2 ( V \leftarrow V_r \oplus (K</td>
<td></td>
</tr>
<tr>
<td>3 if ( A \neq \emptyset ) then</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>( V \leftarrow p_2(V) )</td>
</tr>
<tr>
<td>6</td>
<td>( A[u] \leftarrow A[u]</td>
</tr>
<tr>
<td>7</td>
<td>for ( i = 1 ) to ( u - 1 ) do</td>
</tr>
<tr>
<td>8</td>
<td>( V \leftarrow p_2(A[i] \oplus V_r</td>
</tr>
<tr>
<td>9 end</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>( V \leftarrow A[u] \oplus V_r</td>
</tr>
<tr>
<td>11 end</td>
<td></td>
</tr>
<tr>
<td>12 ( M[1])M[2] \ldots M[w] \leftarrow M</td>
<td></td>
</tr>
<tr>
<td>13 ( l \leftarrow</td>
<td>M[w]</td>
</tr>
<tr>
<td>14 ( M[w] \leftarrow M[w]</td>
<td></td>
</tr>
<tr>
<td>15 ( V \leftarrow p_3(V) )</td>
<td></td>
</tr>
<tr>
<td>16 for ( i = 1 ) to ( w ) do</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>( C[i] \leftarrow M[i] \oplus V_c )</td>
</tr>
<tr>
<td>18</td>
<td>( V \leftarrow p_3(C[i]</td>
</tr>
<tr>
<td>19 end</td>
<td></td>
</tr>
<tr>
<td>20 ( V \leftarrow p_3(V_c</td>
<td></td>
</tr>
<tr>
<td>21 ( C \leftarrow C[1]C[2] \ldots C[w - 1]C[w] ) ( | l )</td>
<td></td>
</tr>
<tr>
<td>22 ( T \leftarrow</td>
<td>V_c</td>
</tr>
<tr>
<td>23 return ( (C, T) )</td>
<td></td>
</tr>
</tbody>
</table>

Algorithm 6: D\(_k\)(N,A,C,T)

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Input: ( K \in C_2^1, N \in C_2^7, A \in {0,1}^* ), ( C \in {0,1}^*, T \in C_2^1 )</td>
<td></td>
</tr>
<tr>
<td>Output: ( M \in {0,1}^* ) or ( \perp )</td>
<td></td>
</tr>
<tr>
<td>1 ( V \leftarrow p_1(0^{</td>
<td>V</td>
</tr>
<tr>
<td>2 ( V \leftarrow V_r \oplus (K</td>
<td></td>
</tr>
<tr>
<td>3 if ( A \neq \emptyset ) then</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>( V \leftarrow p_2(V) )</td>
</tr>
<tr>
<td>6</td>
<td>( A[u] \leftarrow A[u]</td>
</tr>
<tr>
<td>7</td>
<td>for ( i = 1 ) to ( u - 1 ) do</td>
</tr>
<tr>
<td>8</td>
<td>( V \leftarrow p_2(A[i] \oplus V_r</td>
</tr>
<tr>
<td>9 end</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>( V \leftarrow A[u] \oplus V_r</td>
</tr>
<tr>
<td>11 end</td>
<td></td>
</tr>
<tr>
<td>12 ( C[1]C[2] \ldots C[w] \leftarrow C )</td>
<td></td>
</tr>
<tr>
<td>13 ( l \leftarrow</td>
<td>C[w]</td>
</tr>
<tr>
<td>14 ( V \leftarrow p_3(V) )</td>
<td></td>
</tr>
<tr>
<td>15 for ( i = 1 ) to ( w - 1 ) do</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>( M[i] \leftarrow C[i] \oplus V_r )</td>
</tr>
<tr>
<td>17</td>
<td>( V \leftarrow p_3(C[i]</td>
</tr>
<tr>
<td>18 end</td>
<td></td>
</tr>
<tr>
<td>19 ( M[w] \leftarrow</td>
<td>V_c</td>
</tr>
<tr>
<td>20 ( V \leftarrow p_3(M[w]</td>
<td></td>
</tr>
<tr>
<td>22 ( V \leftarrow p_1(V_r</td>
<td></td>
</tr>
<tr>
<td>23 ( T' \leftarrow</td>
<td>V_c</td>
</tr>
<tr>
<td>24 return ( T = T' \oplus M : \perp )</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2 – The GIBBON encryption \( E_k(N,A,M) \) and decryption \( D_k(N,A,C,T) \) algorithm. Here \( N \) is the nonce, \( A \) the associated data, \( M \) the message that is to be encrypted, \( C \) the ciphertext of \( M \) and \( T \) an authentication tag that proofs the authenticity of \( C \). The pseudocode is taken directly from [1, p. 6] and therefore the notation is unchanged: \( \oplus \) is the exclusive-or operator, \( || \) is the concatenation operator.

A visualization of the PRIMATE-round is given in Figure 3.

As we have seen, there is only one non-linear operation in a PRIMATE-round, and its degree is 2. Therefore, the degree of a permutation with a single PRIMATE-round is 2. In general, a permutation consisting of \( i \) PRIMATE-rounds has a polynomial degree of up to \( 2^i \), but the degree is limited by the size of the permutation state. By varying the number of rounds and the initial value of \( rc \), the designers of PRIMATE defined several permutations. These are given in Table 1.
Cube attack on PRIMATEs

Fig. 3 – A diagram illustrating one of the PRIMATE-rounds in PRIMATE-80. The constant \( rc \) is updated and reused every round.

Table 1

The permutations \( p_1, p_2, p_3 \) and \( p_4 \). The polynomial degree of \( p_1 \) and \( p_2 \) is at most 199 for the 200-bit variant and 279 for the 280-bit variant as the maximum polynomial degree is limited by the number of input bits.

<table>
<thead>
<tr>
<th>Permutation-name</th>
<th>( p_1 )</th>
<th>( p_2 )</th>
<th>( p_3 )</th>
<th>( p_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of rounds</td>
<td>12</td>
<td>6</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>Initial value of ( rc )</td>
<td>1</td>
<td>24</td>
<td>30</td>
<td>24</td>
</tr>
</tbody>
</table>

3. OUR CUBE ATTACK

To attack the PRIMATEs scheme for authenticated encryption, we will use the cube attack defined in Section 3.1. Note that we need to vary \( i-1 \) bits to reduce an \( i \) bit polynomial to a linear polynomial. Unfortunately, all permutations defined have a higher polynomial degree than the number of bits in the outer state. But with a clever trick, we are still able to attack \( p_2 \) and \( p_3 \). In this section, we will only consider the permutations with security level 80, this means the permutation has an input and output size of 200 bits. From now on, we will refer to one of the PRIMATE permutations as \( f \). We start with \( f \) as a permutation created by applying PRIMATE-round multiple times with \( rc = 0 \). The number of rounds \( f \) has should be clear from the context. In Section 3.3 we apply the attack for each \( rc \) value as described in Table 1. We abstract from this \( rc \) value initially (by taking \( rc = 0 \)), as it does not make a difference for our type of attack. We limit our attack to the 200-bit variant but it can very probably be adapted to the 280-bit case too.

3.1. Attack procedure

Suppose we attack a duplex construction produced by the permutation \( f \), with rate \( r \), capacity \( c \) and width \( b \). Our attack procedure has three phases:

**Offline phase.** Here we generate linear equations and calculate their polynomial representation. This phase does not require the usage of the actual state, and can be reused for every attack. Various sets \( G_1, G_2, \ldots, G_m \) must be chosen, such that \( \delta_{G_i}(f_i)(s) \) for \( i \leq r \) are linear functions and reveal information about \( \beta = (s_{r+1}, s_{r+2}, \ldots, s_b) \). Because \( \delta_{G_i}(f_i)(s) \) for each \( i \leq r \) can be calculated together, we generate \( r \) linear equations per set \( G_j \). Please note that all values in \( G_j \) must be at most \( r \), because we cannot set the values of the inner state. Write these linear equations as:

\[
M \cdot x = a + d + M_{ii} \cdot \alpha.
\]
Here $x$ is a vector of unknowns:

$$x = \begin{pmatrix} s_{r+1} \\ \vdots \\ s_{r+c} \end{pmatrix}$$

$o$ is the output of the $\delta_G(f_i)(s)$ functions and will be determined in the next phase, depending on the state,

$$o = \begin{pmatrix} 
\delta_G(f_1)(s) \\
\vdots \\
\delta_G(f_r)(s) \\
\delta_G(f_1')(s) \\
\vdots \\
\delta_G(f_m')(s) 
\end{pmatrix}$$

$d$ are the constant values of the linear equations and $\alpha$ are the values that will be known when attacking the state (the outer state):

$$\alpha = \begin{pmatrix} s_1 \\ \vdots \\ s_\ell \end{pmatrix}$$

The linear terms in the equations are split into the known and unknown terms. The known terms will be written as $M_\alpha$, the unknown terms will be written as $M$. Lastly, the sets $G_1, G_2, \ldots, G_m$ must be chosen such that the rank of $M$ is $c$ or is close to $c$, otherwise not all inner state values can be correctly determined without requiring too much computational power. We will select the sets adaptively.

**Online phase.** In this phase we are given the duplex construction with some state $s$. The first step is to manipulate the outer state values and calculate $\delta_G(f)\cdot s$ by applying the definition given in Equation (2). Furthermore, by reading the outer state of $s$, we can derive the value of $\alpha$. In summary, we calculate $o$ and $\alpha$ in this phase.

**Solving phase.** This phase uses the information collected in the previous phases to derive the inner state. Firstly, we can calculate $M_\alpha \cdot \alpha$. Combining this with the vector $o$ (the $\delta_G(f)$ calculated in the online phase) and $c$ gives the constant vector $b = o + d + M_\alpha \cdot \alpha$. Then we apply a Gaussian elimination method to solve the equation $M \cdot x = y$ for $x$. The value of $x$ is the inner state $\beta = (s_{r+1}, \ldots, s_\ell)$.

### 3.2. Attack method

The initial approach is to perform a basic cube attack without any modifications. This is done, by generating linear equations in the manner described in Section 1.3. This means, that we repeatedly apply the $\delta$ function to the permutation $f$ until a linear equation is found. As a start, we tried to attack the first one and two rounds of $f$.

After analysing the polynomial of the one and two-round permutation, we see that no linear function can be extracted. For instance, the polynomial representation of the first bit of one round of PRIMATEs is of the form:

$$a_1a_3 + a_1a_4 + a_3 + a_4 +$$
$$\beta_1\beta_3 + \beta_1\beta_4 + \beta_2\beta_3 + \beta_2\beta_4 + \beta_3 + \beta_4 +$$
$$\beta_3\beta_4 + \beta_3\beta_5 + \beta_3\beta_6 + \beta_3\beta_7 + \beta_4 + \beta_5 +$$
$$\beta_5\beta_6 + \beta_5\beta_7 + \beta_5\beta_8 + \beta_5\beta_9 + \beta_6 +$$
$$\beta_6\beta_7 + \beta_6\beta_8 + \beta_6\beta_9 + \beta_6\beta_{10} + \beta_7 + 1.$$  

In this equation, the $\alpha$ variables are the outer part of the state, $\beta$ variables are the inner part of the state. If we would differentiate towards an $\alpha$-term, no $\beta$ variables are left in the linear polynomial. This means that deriving a linear equation from this would not give any information about the inner part, which is the part where we need information about. In the two-round permutation, something similar happens.
This approach fails because the S-box is the only non-linear operation in the permutation. The S-box is only applied to groups of 5 bits at a time. The S-box does not create useable mix terms between \(a\) and \(b\), because the SubElements step is the first step in the PRIMATE-round. When more rounds are applied, the highest degree terms will always have either at least two \(b\)-variables, or none. It can, thus, be seen that increasing the number of rounds, will not create better attack opportunities.

If we would be able to skip the SubElements step, mix terms between the inner state and outer state variables should be created. Another advantage would be that the polynomial degree would be halved, making the degree of \(p_2\) and \(p_1\), which would allow us to attack it by varying bits in the outer state.

Fortunately, it is possible to skip the first SubElements step. The PRIMATE-round was defined as:

\[
\text{PRIMATE-round} = \text{CA} \circ \text{MC} \circ \text{SR} \circ \text{SE}.
\]

Write the input state \(s\) as \((a_1, ..., a_{40}, b_1, ..., b_{160})\), write the S-box used as \(S\) and its inverse \(S^{-1}\) and we can derive:

\[
\text{PRIMATE-round}(s) = \text{CA}(\text{MC}(\text{SR}(\text{SE}(s))))
\]

\[
= \text{CA}(\text{MC}(\text{SR}(S(a_1, ..., a_3) | ... | S(a_{36}, ..., a_{40}) \mid S(b_1, ..., b_5) | ... | S(b_{156}, ..., b_{160}))))
\]

Now instead of inputting \(a_1, ..., a_{40}\) we first apply \(S^{-1}\) to each 5 bit element:

\[
\text{PRIMATE-round}(s) = \text{CA}(\text{MC}(\text{SR}(S^{-1}(a_1, ..., a_3) | ... | S^{-1}(a_{36}, ..., a_{40}) \mid S(b_1, ..., b_5) | ... | S(b_{156}, ..., b_{160}))))
\]

Now set \(S(b_1, ..., b_5) | ... | S(b_{156}, ..., b_{160})\) as our unknown variables. If we apply our attack this way, we will find \(S(b_1, ..., b_5) | ... | S(b_{156}, ..., b_{160})\) and we just need to apply \(S^{-1}\) to find the values of \(b_1, ..., b_{160}\). This method is able to find linear equations and the results are discussed in the following section.

### 3.3. Results

The attack was implemented by first attacking two rounds, then three rounds and so on. Because the SubElements step was skipped, the polynomial representation of a single round instantly gives 40 linear equations. Unfortunately, we cannot generate more than 40 equations as we cannot apply \(\delta_0\) with different values for \(G\). Please note, that \(G\) is the set of indices of the bits that we apply the differentiation function \(\delta\) on. Because there are more than 40 unknowns, we cannot use these 40 equations to find the inner state.

In our attack, we have experimented with different values \(G_1, ..., G_n\), and the smallest number of sets giving a fully determined system are written down here. We aim to find \(G_1, ..., G_n\) with \(n\) as small as possible, as this reduces the computation time. The exact results, and the \(G_1, ..., G_n\) sets chosen for each round are documented in Section 3.5, including the exact specifications of the computer on which the tests are done.

In Table 2 some statistics of the attack applied on each round are given. We see that most rounds can be attacked with 8 \(\delta_G(f)\) computations. It can be seen that the computation time of the offline phase and the computation time of the online and solving phase increases exponentially. Furthermore, when a small number of rounds is attacked, most of the computation time of the solving phase is caused by starting the matlab engine. Please note, as said before, that we omit the first SubElements step in \(f\) and so we half the degree of \(f\).

For six rounds of the PRIMATE-permutation, the polynomial degree of \(f\) is 32. Therefore, our sets \(G_1, ..., G_n\) should be of size 31. Calculating the linear equations for five rounds of the PRIMATE-permutation already takes a considerable amount of time. Because the calculation time will probably grow exponentially with the size of \(G\), it is reasonable to first determine the expected calculation time of the representation of \(\delta_0(f)\) with \(|G| = 31\) before attempting to calculate it. This gives us the calculation time of one \(\delta_0(f)\) with \(|G| = 31\). It is likely that we at least need to calculate \(\delta_0(f)\) for 8 different \(G\)’s to generate a fully determined system.

Furthermore, finding a somewhat optimal \(G_1, ..., G_n\) that generates a fully determined system also requires some trial-and-error: not all sets \(G\) with \(|G| = 31\) will result in useful linear equations.
Various statistics about the implemented cube attack on PRIMATE. The attack was performed for different rounds, which are shown in this table. $|G|$ indicates the number of sets in $G = \{ G_i, \ldots, G_n \}$ we require to make the linear system generated by $\delta_c(f)$ fully determined. $t_{\text{offline}}$ is the time required to compute the offline phase, $t_{\text{online}} + t_{\text{ offline}}$ is the time required to perform the online phase and the solving phase.

| Rounds | $\deg(f)$ | $|G|$ | $t_{\text{offline}}$ | $t_{\text{online}} + t_{\text{ offline}}$ |
|--------|-----------|------|----------------------|----------------------------------|
| 2      | 2         | 8    | $< 1$ s              | 19 s                             |
| 3      | 4         | 16   | 4 s                 | 19 s                             |
| 4      | 8         | 8    | 20 s                | 20 s                             |
| 5      | 16        | 8    | 44 m                | 29 s                             |

To determine the calculation time of $\delta_c(f)$ with $|G| = 31$, we have calculated $\delta_c(f)$ with $1 \leq |G| \leq 21$. As expected, for $|G|$ large enough, the calculation time will approximately double if $|G|$ increases by 1. We have extrapolated the results found and determined the approximate time to calculate $\delta_c(f)$ with $|G| = 31$: this will approximately take 234 days on our computer. This can be seen in Figure 4. While 234 days per $\delta_c(f)$ calculation is a long time, it is certainly not infeasible. Furthermore, the attack is highly parallelizable: a small to medium company could rent 234 servers of equal computing power to the used laptop to perform such a calculation in one day. Another approach would be to implement the attack using a graphics card: as the attack is highly parallelizable, a good speed-up might be achieved. As the attack only needs to compute the sum of various permuted input blocks, which can be calculated on demand, the amount of memory and the throughput required is fairly limited. This makes an implementation on a graphics card feasible.

For more than six rounds of the PRIMATE-permutation, it is impossible to apply this attack: we cannot do a cube attack using more than 40 bits, as the outer state of the duplexes used in PRIMATEs is 40 bits.

### 3.4. Impact on the PRIMATE-family

Only the encryption scheme GIBBON of the PRIMATEs family uses the PRIMATE permutation with 6 rounds. Therefore, we could try to attack the GIBBON scheme by finding the inner state of the permutation. For the online part of the attack, the adversary must be able to reach the same state for the duplex object. This implies that the nonce must be reused.

If the nonce would be reused multiple times we can find the inner state at line 18 of the encryption algorithm (Figure 2). Because we use a chosen plaintext attack, we know the associated data $A$ and the input message $M$. Using this, we can calculate the inner state backwards until line 2. We cannot calculate the inner state at line 1, as we cannot reverse the operation at line 2 because we do not know $K$. Therefore, we cannot find $K$ but we can deduce the inner state at line 2. This inner state is always the same if the same key $K$ and nonce $N$ are used. Therefore, this attack reveals a vulnerability in GIBBON if one would reuse the nonces.

It must be noted that in the specification of GIBBON [1, p. 4], it was stated that GIBBON was not resistant against nonce reuse. However, this vulnerability can be avoided easily at the cost of adding a single round to $p_3$ and $p_4$. Another option would be to change the SubElements step, so that it does create mix terms between the inner state and the outer state when applied as the first step. This can be done by changing layout of the 5-bit elements in such a way that each element contains bits of the inner state. We are not sure if other problems would arise, if one would change the layout in this manner.

### 3.5. Attack details

This section describes the details of the PRIMATE attack. The computations documented here have been implemented in C++. Solving the linear system in the last phase is performed using matlab. The computations have been carried out on a laptop with the following specs:

- **Memory:** 8GB of RAM,
- **cpu:** Intel Core i7 5500U.
The implementation uses only a single thread. The source code can be found here: [10]. The polynomial representation of the linear equations has been calculated using Equation 3 on page 5. Please note, as said before, that we skip the first SubElements step: by skipping this step, we half the polynomial degree of \( f \) for any number of rounds that we attack.

![Graph](image)

**Fig. 4** – The approximate calculation time of \( \delta_G(f) \) with \(|G| = 31\) was calculated by extrapolating the calculation time of \( \delta_G(f) \) with \( 1 \leq |G| \leq 21\).

For two rounds of the PRIMATE-permutation, the polynomial degree of \( f \) is 2. Therefore, our sets \( G_1,...,G_n \) should be of size 1. After experimentation, we found that a fully determined system is generated by the sets \( G_1,...,G_n \) only if for each 5-bit element of the outer state a set \( G_i \) contains the index of one bit that is inside that 5-bit element. In other words, this means that for each integer set \( H = \{ 5 \cdot j + 1,...,5 \cdot j + 5 \} \) with \( 0 \leq j < 8 \), there must be a set \( G_i \) such that \( G_i = \{ g_1 \} \) with \( g_1 \in H \). So we needed to perform \( \delta_{G_i}(f) \) for 8 different sets in total to generate a fully determined system. The actual used \( G_i \) sets or cube indices can be seen in Table 3.

For three rounds of the PRIMATE-permutation, the polynomial degree of \( f \) is 4. Therefore, our sets \( G_1,...,G_n \) should be of size 3. After experimentation, several manners to generate a fully determined system have been found. These different manners all use the same number of sets. The first manner is to systematically choose sets \( G_i \) with all indices in the \( G_i \) pointing to the same 5-bit element in the state. After a linear system of rank 20 has been generated with all indices in \( G_i \) all pointing to bits of the same 5-bit element, this method can be extended to generate a fully determined linear system. Each set \( G_i \) could be chosen such that the indices in \( G_i \) point to bits of three different 5-bit elements. This is, however, more tricky to choose correctly, as there are more combinations possible. Just as with the first approach, this approach requires us to perform \( \delta_{G_i}(f) \) for 16 sets in total to generate a fully determined system.

For four and five rounds of the PRIMATE-permutation, the sets \( G_1,...,G_n \) have been found using experimentation. The actual value of the cube indices can again be found in Table 3.
The cube indices that were used to perform a working cube attack on the PRIMATE. The attack was performed for different rounds, which are shown in this table. Cube indices indicates the sets $G = \{G_1, \ldots, G_n\}$ we use to make the linear system generated by $\delta_{\alpha}(f)$ fully determined.

<table>
<thead>
<tr>
<th>Rounds</th>
<th>Degree</th>
<th>Cube indices ($G_1, \ldots, G_n$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
<td>${1, 5, 6, 10, 11, 15, 16, 20, 21, 25, 26, 30, 31, 35, 36, 40}$</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>${1, 2, 3, 2, 4, 5, 3, 4, 5, 1, 2, 4, 6, 7, 8, 7, 9, 10, 8, 9, 10, 6, 7, 9, 11, 12, 13, 12, 14, 15, 13, 14, 15, 11, 12, 14, 16, 17, 18, 17, 19, 20, 18, 19, 20, 16, 17, 19, 21, 22, 23, 22, 24, 25, 23, 24, 25, 21, 22, 24, 26, 27, 28, 27, 29, 30, 28, 29, 30, 26, 27, 29, 31, 32, 33, 32, 34, 35, 33, 34, 35, 31, 32, 34, 36, 37, 38, 37, 39, 40, 38, 39, 40, 36, 37, 39}$</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>${1, \ldots, 7, 6, \ldots, 12, 11, \ldots, 17, 16, \ldots, 22, 21, \ldots, 27, 26, \ldots, 32, 31, \ldots, 37, 36, \ldots, 40, 1, 2}$</td>
</tr>
<tr>
<td>5</td>
<td>16</td>
<td>${1, \ldots, 9, 11, \ldots, 14, 16, 17, 6, \ldots, 14, 16, \ldots, 19, 21, 22, 11, \ldots, 19, 21, \ldots, 24, 26, 27, 16, \ldots, 24, 26, \ldots, 29, 31, 32, 21, \ldots, 29, 31, \ldots, 34, 36, 37, 26, \ldots, 34, 36, \ldots, 39, 1, 2, 31, \ldots, 39, 1, \ldots, 4, 6, 7, 36, \ldots, 40, 1, \ldots, 4, 6, \ldots, 9, 11, 12}$</td>
</tr>
</tbody>
</table>

4. CONCLUSION

We have seen a vulnerability in the GIBBON algorithm of the PRIMATEs family of authenticated encryption algorithms. Furthermore, a proof of concept has been developed, showing how such a vulnerability could be exploited and showing the computational power required to perform such an attack. The GIBBON family uses a permutation that performs a particular round function six times. The vulnerability shown in this permutation was shown to only exist in permutations using the round function at most six times. If the round function would be applied seven times, the vulnerability would not exist. Furthermore, we have seen that this vulnerability can only be exploited if the nonce would be reused. Therefore, the attack is only applicable to implementations that deviate from the specification. However, when the same nonce is reused many times, the attacker can deduce the internal state at the start of the encryption. This internal state can be used to decrypt any message using the same nonce. Furthermore, while only implementations that deviate from the specification are affected, this attack should still be of interest for the designers of PRIMATEs: the attack can be prevented by changing the SubElements step without decreasing the speed of the encryption schemes.
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