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Abstract. We study perturbations with kernels of the resolvent of a Markov process. We show that the perturbed resolvent is also associated with a Markov process and we present several examples.
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1. INTRODUCTION

We study the perturbation with a kernel $P$ of the resolvent family of a Markov process and we show that the perturbed resolvent is also associated with a Markov process. Formally, if $\mathcal{L}$ is the generator of the process $X$ then the generator of the new process is $\mathcal{L} - \alpha P$; for a more precise statement see assertion (v) in Section 3 below. At the level of potential kernels (formally, the invers operators of the generators), as in [2], we generalize and complete the classical construction of kernels satisfying the complete maximum principle (cf. [25] and [4]). This type of perturbation was studied in [4], in the case when the process $X$ is transient, and we use essentially the technique developed there.

The paper is organized as follows.

The main result (Theorem 2.2) is proved in the next section. It is preceded by some preparations, formulated in terms of supermedian and excessive functions. Several proofs are presented in the Appendix of the paper, where we also collected basic facts on sub-Markovian resolvents of kernels and an existence result for a Markov process with a prescribed resolvent family. Finally, in Section 3 we present situations where our main result can be applied and we give several complementary comments.

2. THE MAIN RESULT

Let $X = (\Omega, \mathcal{F}, \mathcal{F}_t, X_t, \Theta_t, P_t)$ be a right Markov process with state space $E$, a Lusin topological space (i.e., $E$ is homeomorphic to a Borel subset of a compact metric space) and let $\mathcal{H} = (U_a)_{a \geq 0}$ be its resolvent of kernels,

$$U_a f(x) = E^x \int_0^\infty e^{-u} f \circ X \, dt, \quad x \in E, f \in p \mathcal{B}.$$ 

For details see, e.g., [26, 4], and also Appendix A. Here $\mathcal{B}$ denotes the Borel $\sigma$-algebra on $E$ and $p \mathcal{B}$ the set of all positive, real-valued $\mathcal{B}$-measurable functions. For a family $\mathcal{G}$ of real-valued functions on $E$ we denote by $b \mathcal{G}$ (resp. $[\mathcal{G}]$) the set of all bounded functions from $\mathcal{G}$ (resp. the linear space spanned by $\mathcal{G}$).

We denote by $\mathcal{H} (\mathcal{H})$ the set of all $\mathcal{B}$-measurable $\mathcal{H}$-excessive functions: $u \in b \mathcal{G}$ if and only if $u$ is a nonnegative, numerical, $\mathcal{B}$-measurable function such that $a U_a u \leq u$ for all $a > 0$ (that is $u$ is an $\mathcal{H}$-supermedian function) and $\lim_{a \to 0} a U_a u(x) = u(x)$ for all $x \in E$. We denote by $\mathcal{H} (\mathcal{H})$ the set of all $\mathcal{H}$-supermedian functions.
Recall that a kernel $T$ on $E$ is called proper provided that there exists $f_0 \in \mathcal{E}$, $0 < f_0 \leq 1$, such that $T f_0$ is a bounded function. The resolvent $\mathcal{R}$ is called proper if its initial kernel $U = \sup_{t \geq 0} U_a$ is proper. A proper kernel $T$ is called $\mathcal{R}$-supermedian provided that $T f$ is an $\mathcal{R}$-supermedian function for all $f \in p \mathcal{E}$.

Let further $P$ be an $\mathcal{R}$-supermedian kernel. For $q > 0$ define the kernel $P_q$ on $E$ as

$$P_q f := Pf - q U_q Pf$$

for all $f \in p \mathcal{E}$ with $Pf < \infty$.

**Remark 2.1.** $P_q$ is a $\mathcal{R}$-supermedian kernel.

The assertion follows since, using the resolvent equation, we have: if $w$ is $\mathcal{R}$-supermedian, $w < \infty$, then $w - q U_q w$ is $\mathcal{R}$-supermedian.

**Theorem 2.2.** Let $P$ be an $\mathcal{R}$-supermedian kernel such that the function $1 - P$ is $\mathcal{R}$-excessive (e.g., $P$ is Markovian) and assume that for some $q > 0$ the kernel $\sum_{n=0}^{\infty} P^n_q$ is bounded. For every $q > 0$ consider the kernel on $E$ 

$$U'_q := \sum_{n=0}^{\infty} P^n_q U_q.$$ 

Then the family of kernels $\mathcal{R}' = (U'_q)_{q>0}$ is the resolvent of a right Markov process with state $E$ and moreover 

$$U'_q = U_q + P_q U'_q$$

for all $q > 0$.

To prove Theorem 2.2 we need some preparations.

Let further $\mathcal{R} = (V_a)_{a>0}$ be a second resolvent of kernels on $(E, \mathcal{E})$; see (A.1) in Appendix A for equivalent conditions on the existence of a right process having $\mathcal{R} = (V_a)_{a>0}$ as associated resolvent.

The resolvent $\mathcal{R} = (U_a)_{a>0}$ is called subordinate to $\mathcal{R} = (V_a)_{a>0}$ provided that $U_a \leq V_a$ for all $a > 0$. If in addition the function $V_a f - U_a f$ is $\mathcal{R}$-excessive for all bounded function $f \in p \mathcal{E}$ then $\mathcal{R}$ is called exactly subordinate to $\mathcal{R}$. Recall that it is the classical subordination in sense of P.A. Meyer (from [24]) we considered here; for the complete theory see e.g. [16], [26], and [4].

Always in the sequel the resolvent will be exactly subordinate but we write simply “subordinate”.

If $q > 0$, we denote by $\mathcal{R}_q$ the sub-Markovian resolvent of kernels $\mathcal{R}_q = (U_{q+a})_{a>0}$. Clearly $\mathcal{R}_q$ is subordinate to $\mathcal{R}$.

**Remark.** The resolvent $\mathcal{R}$ is subordinate to the resolvent $\mathcal{R}'$ from Theorem 2.2.

The following results are versions of Lemma 5.2.1 and Proposition 5.2.2 from [4], for the case when the resolvent $\mathcal{R}$ is not necessary proper. We omit the proofs, since they are similar to those from the situation when $\mathcal{R}$ is proper.

1. If $0 < q < a$ and $n$ is a natural number then

$$P^n_q U_q = P^n_a U_a + (a - q) \sum_{i+j=n} P^i_q U_q P^j_a U_a$$

and

$$\sum_{i+j=n} P^i_a U_a P^j_q U_q = \sum_{i+j=n} P^i_q U_q P^j_a U_a.$$ 

2. The family $\mathcal{R}' = (U'_{q})_{q>0}$ from Theorem 2.2 is a resolvent of kernels on $E$ and 

$$U'_q = U_q + P_q U'_q$$

for all $q > 0$.

In particular, $\mathcal{R}$ is subordinate to $\mathcal{R}'$. Due to this observation and following the terminology from [4], Section 5.2, the new resolvent $\mathcal{R}'$ is called “inverse subordinate” to $\mathcal{R}$.

Assertion (2.2) was also proved in [2], Theorem 1.
PROPOSITION 2.3. The following assertions hold for any \( q = 0 \):
(a) If \( w \in \mathcal{I}(\mathcal{Q}_q') \cap \mathcal{I}(\mathcal{Q}_q) \) then \( w \in \mathcal{I}(\mathcal{Q}_q') \).
(b) Let \( w \in \mathcal{I}(\mathcal{Q}_q') \), \( w < \infty \), and suppose that \( \mathcal{H}' \) is sub-Markovian. Then \( w - P_q w \in \mathcal{I}(\mathcal{Q}_q') \).
(c) \( P_q f \in \mathcal{I}(\mathcal{Q}_q') \) for all \( f \in p, \mathcal{I} \) such that \( Pf < \infty \).
(d) \( 1 - P_1 \in \mathcal{I}(\mathcal{Q}_q') \) if and only if \( P_q 1 \leq 1 - q U_q 1 \).
(e) \( (P_a)_q = P_{aq} \) for all \( a > 0 \).

See Appendix B for the proof.

The following two propositions are \( q \)-level versions, \( q > 0 \), of Proposition 5.2.3 from [4], in the non-transient case; their proofs are presented in the Appendix B. For related results see Theorem 3 from [2].

PROPOSITION 2.4. The following assertions are equivalent for the resolvent \( \mathcal{H}' \) from (2.2).
(a) \( 1 \in \mathcal{I}(\mathcal{Q}_q') \);
(b) \( P_l \in \mathcal{I}(\mathcal{Q}_q) \) and \( \mathcal{H}' \) is sub-Markovian;
(c) \( 1 - P_l \in \mathcal{I}(\mathcal{Q}_q) \);
(d) \( 1 - P_q 1 \in \mathcal{I}(\mathcal{Q}_q') \) for all \( q > 0 \).

PROPOSITION 2.5. If \( 1 \in \mathcal{I}(\mathcal{Q}_q') \) and \( q > 0 \) then the following assertions hold.
(a) \( P_q f \in \mathcal{I}(\mathcal{Q}_q') \) for any \( f \in p, \mathcal{I} \) such that \( Pf < \infty \).
(b) \( s \in \mathcal{I}(\mathcal{Q}_q') \) if and only if \( s \in \mathcal{I}(\mathcal{Q}_q) \) and \( s - P_q s \in \mathcal{I}(\mathcal{Q}_q') \).

In particular \( \mathcal{I}(\mathcal{Q}_q') \subset \mathcal{I}(\mathcal{Q}_q) \) for all \( q \geq 0 \).

Proof of Theorem 2.2. By (A.1) in Appendix, we have to prove that (A.1.b) holds for \( \mathcal{H}' \).

- **Step I.** We show that condition (A.1.b) (i) is verified for \( \mathcal{H}' \). Because by hypothesis \( 1 - P_l \in \mathcal{I}(\mathcal{Q}_q) \), by Proposition 2.4 the resolvent \( \mathcal{H}' \) is sub-Markovian and by Proposition 2.5 (b) we have \( \mathcal{I}(\mathcal{Q}_q') \subset \mathcal{I}(\mathcal{Q}_q) \). Let further \( \mu, \nu \in \mathcal{I}(\mathcal{Q}_q) \). Since inf\( (\mu, \nu) \) is \( \mathcal{Q}_q' \)-supermedian and \( \mathcal{Q}_q' \)-excessive, and \( U_q \leq U_q' \) for all \( q > 0 \), by Proposition 2.3 (a) it follows that \( \inf (\mu, \nu) \in \mathcal{I}(\mathcal{Q}_q') \). Using the same argument, since \( 1 \in \mathcal{I}(\mathcal{Q}_q) \cap \mathcal{I}(\mathcal{Q}_q) \) we get that \( 1 \in \mathcal{I}(\mathcal{Q}_q') \).

We prove that \( \mathcal{I}(\mathcal{Q}_q') \) generates \( \mathcal{B} \). Because \( \mathcal{H} \) is the resolvent of a right Markov process, by (A.1) \( \mathcal{I}(\mathcal{Q}_q') \) generates \( \mathcal{B} \) and since \( \mathcal{I}(\mathcal{Q}_q') \subset \sigma(\mathcal{I}(\mathcal{Q}_q)) \), we only have to show that \( \mathcal{I}(\mathcal{Q}_q) \subset \sigma(\mathcal{I}(\mathcal{Q}_q)) \). Let \( u \in \mathcal{I}(\mathcal{Q}_q) \). By Hunt’s Approximation Theorem ([4], Theorem 1.2.8) there exists a sequence \( (f_n)_n \in hp, \mathcal{B} \) such that \( U_q f_n \) is bounded for all \( n \) and converges increasingly to \( u \). By (2.2) we get \( U_q f_n = U'_q f_n \) for all \( n \) and \( q > 0 \). Using Proposition 2.5 (a) \( P_q U_q f_n \in \mathcal{I}(\mathcal{Q}_q) \) and since \( P_q U_q f_n = P_q U_q f_n \), by Proposition 2.5 (b) we have \( P_q U_q f_n \in \mathcal{I}(\mathcal{Q}_q') \). Therefore, \( U_q f_n \in \{ b(\mathcal{I}(\mathcal{Q}_q)) \} \) for all \( n \), \( u \in \sigma(\mathcal{I}(\mathcal{Q}_q)) \). We conclude that (A.1.b) (i) holds for \( \mathcal{H}' \).

- **Step II.** We show that (A.1.b) (ii) also holds for \( \mathcal{H}' \). Let \( \mu \) be a finite positive measure on \( (E, \mathcal{E}) \) such that \( \mu \circ U_q' \in \text{Exc}\mathcal{Q}_q' \). Consider \( (\mu_n)_n \) an increasing sequence of positive measures on \( (E, \mathcal{E}) \) such that \( \mu \circ U_q' = \xi \) and observe that \( \mu_n \circ U_q' \leq \mu_{n+1} \circ U_q' \circ \mu \circ U_q' \). For \( q > 0 \) we denote by \( Q_q \) the kernel on \( (E, \mathcal{E}) \) given by

\[
Q_q = \sum_{n=1}^{\infty} P_q^n,
\]
and by hypothesis we may assume that $Q_q$ is a bounded kernel. Let $v_n = u_n \circ (I + Q_q)$ and $v = u \circ (I + Q_q)$. The equality $U_q' = U_q + Q_U U_q'$ implies that $v_n \circ U_q = u_n \circ U_q'$, $v \circ U_q = u \circ U_q'$ and so $v_n \circ U_q \leq v_{n+1} \circ U_q \leq v \circ U_q$. Since (A.1.b) (ii) holds with respect to $\equiv$, there exists a positive finite measure $\theta$ on $(E, \mathcal{E})$ such that $\zeta = \sup_n v_n \circ U_q = \theta \circ U_q \leq v \circ U_q$. From $U_q f = U_q' f - P_q U_q' f$ and $0 \leq \zeta(f) = \theta(U_q' f) - \theta(P_q U_q' f)$ for all $f \in \mathcal{B}_E$, the real-valued functional $\theta'$ on $\mathcal{B}_E$ defined as $\theta'(w) := \theta(w) - \theta(P_q w)$, $w \in \mathcal{B}_E$, is positive and $\theta'(w) = \sup_n \mu_n(w)$. Consequently, $\theta'$ may be extended to a positive linear functional on the vector lattice $[b \mathcal{B}_E]$ and therefore it is given by a positive measure on $(E, \mathcal{E})$ and $\theta = \theta \circ P_q + \theta'$. We conclude that $\zeta = \theta' \circ U_q'$.

- **Step III.** We show that (A.1.b) (iii) holds for $\bowtie$. It is enough to prove that the fine topology with respect to $\bowtie$ is weaker than the fine topology w.r.t. $\bowtie$. Let $u \in \mathcal{B}_E$, $u \leq U_q 1$. By Hunt’s Approximation Theorem, there exists a sequence $(f_n)_n \subset \mathcal{B}_E$ such that $U_q f_n$ is bounded for all $n$ and converges increasingly to $u$. We have $Q_q u \leq Q_U U_q 1 \leq U_q 1$, hence $Q_q u$ is a bounded function. Since $U_q f_n = U_q f_n + Q_U U_q f_n$ and $Q_q U_q f_n$ is bounded, we get that $w = u + Q_q u$, where $w \in \mathcal{B}_E$ and $U_q' f_n$ converges increasingly to $w$. By Proposition 2.5 (b) $Q_q U_q f_n \in [b \mathcal{B}_E]$, hence $u = w - Q_q u \in [b \mathcal{B}_E]$. The assertion follows using Lemma A from Appendix.

By the previous steps, conditions (A.1.b) (i), (ii), and (iii) hold for the resolvent $\bowtie'$. The resolvent $\bowtie$ is subordinate to $\bowtie'$ since $P_q f \in \mathcal{B}_E$ and in particular $P_q U_q' f \in \mathcal{B}_E$ for all $f \in \mathcal{B}_E$.

**Remark 2.6.** (i) Theorem 2.2 and its proof are extensions to the nontransient case of Proposition 5.2.4 from [4], allowing application to many situations for which the transience hypothesis is restrictive.

(ii) There is an alternative method to prove Theorem 2.2, by passing to the the $q$-level of its resolvent, once the result is known in the transient case, as follows. Recall that $\bowtie_q$ is the bounded resolvent associated to the $q$-level subprocess of $X$. Apply the result from [4], the transient case, to the kernel $P_q$ and observe that the perturbed resolvent is $\bowtie_q'$, so, it is bounded. Finally, apply again the perturbing result for the kernel defined as $P_q' = q U_q'$. Note that the function $1 - P_q'$ is clearly $\bowtie_q'$-excessive.

(iii) If the initial process $X$ is conservative (i.e. the resolvent $\bowtie$ is Markovian) then by assertion (d) of Proposition 2.3 we have $P_q = 0$, so, the kernel $P_q$ produces no perturbation in this case.

(iv) Perturbations with kernels of Markovian resolvents were studied in [2, 3, 4, 14, 17, 18, 20, 22]. In [21] it is considered a nonlinear type perturbation of the resolvent of the Monge-Ampère operator.

### 3. EXAMPLES AND COMPLEMENTS

(i) In Section 3.2 from [15] the process obtained perturbing with a kernel the resolvent of a given right process is studied from the point of view of the path regularity and of its negligible (polar) sets. The existence of this perturbed process is claimed under the boundedness assumption on the kernel $Q_q$, so, the statement of Theorem 2.2 is already stated (without proof) there.

(ii) A general result on the perturbation with kernels of the resolvent of a right process was also stated in Proposition 4.5 from [10], in order to specify the base process of a forthcoming measure-valued branching process, the main goal of that article. Note that the corresponding kernel $Q_q$ is bounded in that context. In addition, it is computed there the transition function of the perturbed process, solving an appropriate integral equation; this lead to several applications developed in [8, 9, 11, 13]. By (2.4) from [23] the method from [10] of obtaining the transition function of the perturbed process is applicable in our case here and completes the statement of Theorem 2.2.
The result from Theorem 2.2 was applied twice in [12]. First, in Proposition 4.5, where the kernel $P$ is produced by a (bounded) regular excessive kernel and second, in Theorem 4.10, in order to obtain a branching type Markov process with state space the set of all finite configurations of $E$. However, in both cases the resolvent of the initial process is even bounded and the existence of the process is a consequence of the results from the transient case, proved in [4].

Assume that $\mathcal{D}$ is the generator of the given process $X$. We may regard its resolvent of kernels as a $C_0$-resolvent of sub-Markovian contractions on $L^p(m)$, with $p \in [1, \infty)$, where $m$ is a fixed excessive measure. Let further $\mu$ be a positive smooth measure charging no $m$-polar set (see [4] and [5] for details). In [5] and [6] it is solved a Schrödinger equation of the type $0 = L u + \mu u$, using in particular a convenient Feynman-Kac formula. A perturbing kernel is produced by the regular strongly supermedian kernel associated with the measure $\mu$, using the Revuz correspondence. In the particular case when $\mu$ charges no $m$-semipolar set, under conditions ensuring that the perturbed resolvent is sub-Markovian (given in Proposition 4.3 from [5]), it is possible to apply Theorem 2.2, to show that the operator $\mathcal{D} + \mu$ is still the generator of a right Markov process. This is just an alternative approach for the existence of the process, because it is proved in [5] that the new resolvent is strongly continuous on $L^p(m)$ and thus it is possible to obtain the process from [7], Theorem 2.2.

As in the above assertion (iv), let $\mathcal{D}$ be the generator of the given process $X$ on $L^p(m)$. Consider a kernel $P$ such that Theorem 2.2 may be applied and furthermore, the perturbed resolvent of kernels is also a $C_0$-resolvent of sub-Markovian contractions on $L^p(m)$ with generator $\mathcal{D}$; observe that this happens in the example from assertion (iv). If in addition $P$ is an operator on the domain of $\mathcal{D}$, then $\mathcal{D} = \mathcal{D} - \mathcal{D} P$.

The perturbation with kernels is used in [1] and [14] in order to introduce (finite) jumps in the evolution of a Markov process, by modifying its Levy measure. The perturbing kernel is of the form $\mathcal{N}P := \mathcal{N} + N$. With the notations from assertion (v) we have formally $\mathcal{N} = \mathcal{D} + N$. This equality was proved in Lemma 1.4 from [14].

In a forthcoming paper we intend to investigate further properties of the perturbed processes presented here.

APPENDIX

Appendix A. Sub-Markovian resolvents of kernels

Assume that $\mathcal{N} = (U_a)_{a > 0}$ be a sub-Markovian resolvent of kernels on a Lusin measurable space and let $\text{Exc}_{\mathcal{N}}$ be the set of all $\mathcal{N}$-excessive measures on $E$: $\zeta \in \text{Exc}_{\mathcal{N}}$ if and only if it is a $\sigma$-finite measure on $E$ such that $\zeta \leq \zeta \circ U_a$ for all $a > 0$. Recall that if $\zeta \in \text{Exc}_{\mathcal{N}}$ then actually $\zeta \circ U_a$ converges increasingly $\zeta$ to as $a \to \infty$. We denote by $\text{Pot}_{\mathcal{N}}$ the set of all potential $\mathcal{N}$-excessive measures $\zeta \in \text{Exc}_{\mathcal{N}}$ such that $\zeta \in \text{Pot}_{\mathcal{N}}$ if $\zeta = \mu \circ U$, where $\mu$ is a $\sigma$-finite measure on $E$.

We recall now a result on the existence of a right process having a given sub-Markovian resolvent of kernels (see Corollary 1.8.12 in [4] and also [7] for the non-transient case).

(A.1) The following assertions are equivalent for a sub-Markovian resolvent of kernels $\mathcal{N} = (U_a)_{a > 0}$ on a Lusin topological space $E$.

(A.1.a) $\mathcal{N}$ is the resolvent of a right process with state space $E$.

(A.1.b) For one (and therefore for all) $q > 0$ we have:

(i) The convex cone $\mathcal{N} (\mathcal{N}^q)$ is stable for the pointwise infimum, generates the Borel $\sigma$-algebra $\mathcal{N}$, and $1 \in \mathcal{N} (\mathcal{N}^q)$;

(ii) If $\mu \circ U_q$ and $\zeta$ are two $\mathcal{N}$-excessive measures and $\zeta \leq \mu \circ U_q$ then $\zeta$ is also the potential of a measure; that is there exists a positive measure $v$ on $E$ such that $\zeta = v \circ U_q$.
(iii) Every open subset of $E$ is finely open with respect to $\mathcal{H}_q$; Recall that the fine topology (with respect to $\mathcal{H}_q$) is the topology on $E$ generated by all $\mathcal{H}_q$-excessive function, for some $q > 0$.

(4.2) If the resolvent $\mathcal{H}$ is proper then the above equivalence also holds for $q = 0$.

The next result is a version of Proposition 3.1.1 from [19].

**Lemma A.** Let $u_0$ be a bounded $\mathcal{H}_q$-excessive function, $u_0 > 0$ and $q > 0$. Then the fine topology associated with $\mathcal{H}$ is generated by \{\(w \in \mathcal{H}(\mathcal{H}_q) : w \leq \beta u_0\) for some $\beta > 0\}.

**Proof.** Let $\tau_0$ be the topology generated by \{\(w \in \mathcal{H}(\mathcal{H}_q) : w \leq \beta u_0\) for some $\beta > 0\} and let $w \in \mathcal{H}(\mathcal{H}_q)$. We may suppose that $w$ is finite, let $w_n := \inf(w, nu_0)$ and $G_n := \{w < nu_0\}$, $n \in \mathbb{N}$. Since $\sup_n w_n = w$, $G_n = [w_{n+1} < nu_0]$, and $w_n$ is $\tau_0$-continuous, we have $\bigcup_n G_n = E$ and the set $G_n$ is $\tau_0$ open. Because $w = w_n$ on each $G_n$ we conclude that $w$ is $\tau_0$-continuous.

**Appendix B**

**Proof of Proposition 2.3.** (a) Using (2.2) and $w \in \mathcal{H}(\mathcal{H}_q)$ we have $aU_{q^*}w \leq aU_{q^*}w \leq w$ and since $aU_{q^*}w$ converges increasingly to $w$ we get that $aU_{q^*}w$ converges increasingly to $w$.

(b) Because $w \in \mathcal{H}(\mathcal{H}_q)$ and $\mathcal{H}$ is sub-Markovian, by Hunt’s Theorem there exists a sequence $(f_n) \in p^\mathcal{H}$ such that $U_{q^*}f_n$ converges increasingly to $w$. By (2.2) we have $U_{q^*}f_n = U_{q^*}f_n + P_qU_{q^*}f_n$ for all $q > 0$ and therefore there exists $\lim_{n \to \infty} U_{q^*}f_n = w - P_qw$. The assertion follows now since $U_{q^*}f_n \in \mathcal{H}(\mathcal{H}_q)$ for all $q > 0$.

Assertion (c) is clear, see Remark 2.1. Assertion (d) is also clear, while (e) is a consequence of the resolvent equation.

**Proof of Proposition 2.4.** (c) $\iff$ (d). Since $P_qf = Pf - qU_qPf$ for all $f \in p^\mathcal{H}$, $Pf < \infty$, we get that $P_1$ is $\mathcal{H}$-finely continuous if and only if $Pq_1$ is $\mathcal{H}_q$-finely continuous. Thus, it is sufficient to show that

$$1 - P_1 \in \mathcal{H}(\mathcal{H})$$

if and only if $1 - Pq_1 \in \mathcal{H}(\mathcal{H}_q)$ for all $q > 0$. If $1 - P_1 \in \mathcal{H}(\mathcal{H})$, then by Proposition 2.3(d)

$$P_{q^*}1 \leq 1 - (q + a)U_{q^*}1 \leq 1 - aU_{q^*}1,$$

hence $(Pq_1)_a \leq 1 - aU_{q^*}1$ for all $a, q > 0$. Therefore $1 - Pq_1 \in \mathcal{H}(\mathcal{H}_q)$. Conversely, if $1 - Pq_1 \in \mathcal{H}(\mathcal{H}_q)$ for all $q > 0$, by Proposition 2.3(d) we have $P_{q^*}1 \leq 1 - aU_{q^*}1$ for all $a > 0$. Passing to the limit when $q \to 0$ we get $P_1 \leq 1 - aU_1$, $1 - P_1 \in \mathcal{H}(\mathcal{H})$.

(a) $\Rightarrow$ (d). By Proposition 2.3(b) we have $1 - Pq_1 \in \mathcal{H}(\mathcal{H}_q)$ for all $q > 0$.

(d) $\Rightarrow$ (a). By Proposition 2.3(a) we have to show that $1 \in \mathcal{H}(\mathcal{H}')$. Therefore, it is sufficient to prove that

$$\sum_{k=0}^n p^k U_1 \leq 1$$

for all $a > 0$ and $n \in \mathbb{N}$, which is true reasoning by induction using $1 \in \mathcal{H}(\mathcal{H}_q)$ and (d) $\Rightarrow$ (c).

(a) $\iff$ (b). Observe first that if the resolvent $\mathcal{H}'$ is sub-Markovian then $1 \in \mathcal{H}(\mathcal{H}')$. Indeed, since $1 \in \mathcal{H}(\mathcal{H})$ we have $1 = \sup_q aU_1 \leq \sup_q aU_1^* \leq 1$, $1 \in \mathcal{H}(\mathcal{H}')$. By (c) we have $P_1 = 1 - (1 - P_1) \in \mathcal{H}(\mathcal{H})$, hence $P_1$ is $\mathcal{H}$-finely continuous and therefore $P_1 \in \mathcal{H}(\mathcal{H}')$.

**Proof of Proposition 2.5.** (a) For $q > 0$, using Proposition 2.4(d) we have $1 - Pq_1 \in \mathcal{H}(\mathcal{H}_q)$, hence $Pq_1 \in \mathcal{H}(\mathcal{H}_q)$. Since the resolvent $\mathcal{H}$ is bounded it turns out that $Pq_1f \in \mathcal{H}(\mathcal{H}_q)$ for all $f \in p^\mathcal{H}$, $Pf < \infty$. 

(b) By Proposition 2.4, \((a) \iff (b)\), \(\mathcal{V}^{\prime}\) is sub-Markovian. Recall that the resolvents \(\mathcal{V}_q, \mathcal{V}_q^{\prime}\) are bounded and \(\mathcal{V}_q\) is subordinate to \(\mathcal{V}_q^{\prime}\). The assertion follows by Proposition 5.2.3 from [4] (the transient case), applied for \(\mathcal{V}_q\) and \(\mathcal{V}_q^{\prime}\).
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