GENERATION OF STATIONARY GAUSSIAN TIME SERIES COMPATIBLE WITH GIVEN POWER SPECTRAL DENSITY
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In this paper, an improved method for simulation wide-sense stationary random time-series, derived from either analytical or experimental descriptions of its power spectral density (PSD), is presented. In the proposed approach, the sample functions of the target random process are represented by a superposition of statistically independent sine random signals with uniformly distributed phase angles and random envelopes following Rayleigh distributions. The simulated random processes are asymptotically Gaussian processes as the number of terms approaches infinity. This property is not generally true when the standard representation through a series of random harmonic waves with uniformly distributed phases is employed, as is the case of random signals with PSD displaying sharp peaks. The proposed method is illustrated for analytical forms of road input spectral densities that can or cannot be generated by linear shape filters such as are rational functions or split power approximations, respectively. The method is validated by comparison of spectral response of a quarter car model, obtained by numerical simulation for a generated road profile input with that obtained analytically by using input-output relationships for linear oscillating systems.
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1. INTRODUCTION

In many practical applications, it is necessary to simulate samples of stationary Gaussian stochastic process compatible with given power spectral density, which has specific analytical form or is obtained by fitting experimental data. There are cases in which the sample functions can be generated with satisfactory approximation as the output of linear shape filters to band-limited white noise input. For instance, sample functions of a stationary random process with PSD expressed by polynomial ratio (depending on $\omega^2$), can be obtained as the output of linear shape filters to white noise input [1, 2, 3, 4, 5]. On the other hand, in many cases of practical interest, as is the case of split power law proposed in ISO 8608 [6] for road roughness classification, the problem is that road inputs cannot be simulated by this method [5]. Another approach for generating time series which are required to satisfy a given PSD function, consists in their representation as finite series of harmonic frequency components with amplitudes derived from the target spectral density values, having uniformly distributed random phases [4, 7, 8, 9]. The main drawback of this approach is that the sample distribution function of the simulated random processes is not generally Gaussian even for large values of $N$. For example, this shortcoming can occur when the target PSD displays sharp peaks.

In this paper, a new approach to the simulation of wide-sense stationary random time series, defined by its PSD, is presented. The proposed method is based on the fact that the Rayleigh distribution is the limiting distribution function of peak values for a narrow–band Gaussian random signal as the bandwidth approaches zero [10, 11]. Accordingly, the sample functions of the target random process are represented by a superposition of $N$ weighted statistically independent harmonic random signals with uniformly distributed phase angles and random envelopes following Rayleigh distributions. The parameters of these distributions are determined from the given PSD in a similar way as the amplitudes of the harmonic components are estimated in the framework of standard method. The weighting coefficients are used to compensate the band-
pass filtering effects on Rayleigh distribution parameters. As the simulated sine waves components can be considered with good accuracy as statistically independent random processes following Gaussian distributions [12], the sample distribution function of the simulated processes is practically Gaussian even for relatively small values of $N$. The proposed method can be applied for any analytical or experimental description of the given spectral density. In this paper the method is applied to generate sample functions of random inputs induced by road irregularities with PSD specified by a rational expression of $\omega^2$. In the considered application, the spectral densities of numerically generated random time series are estimated by using third-octave band-pass filters. The method is validated by comparing the spectral response of a quarter car model, obtained by numerical simulation for a generated road profile input with that obtained analytically by using input-output relations for linear oscillating systems.

2. ANALYTICAL DESCRIPTION OF SIMULATION METHOD

Consider a Gaussian stationary stochastic process $y(t)$ and $G(\omega)$ its one sided power spectral density. Supposing that the $G(\omega)$ is known, in order to generate stationary Gaussian time series compatible with the given PSD, the following discrete mean square approximation for the sample functions of random process $y(t)$ is considered

$$y(t_i) \cong \hat{y}(t_i) = \sum_{k=1}^{N} p_k x_k(t_i), \quad t_i = i \Delta t, \quad i = 1, 2, \ldots, M, \quad M \Delta t = T,$$

where

$$x_k(t_i) = A_k(t_i) \cos(\omega_k t_i + \theta_k), \quad k = 1, \ldots, N$$

are discrete narrow-band stationary random signals with bandwidth centre frequencies $\omega_k$. The time moments at which the positive peak values of $\cos(\omega_k t_i + \theta_k)$ occur, are given by

$$t_{ul} = \frac{2\pi l - \theta_k}{\omega_k}, \quad k = 1, \ldots, N, \quad l = 0, 1, 2, \ldots, I(k).$$

The random time series $A_k(t_i)$ are obtained by interpolation of positive peak values $A_k(t_{ul})$ of the components (2).

The random series $A_k(t_{ul})$ are generated as deviates of Rayleigh distributions with parameters $\lambda_k$. The phase angles $\theta_k$ are treated as random variables uniformly distributed on the interval $[0, 2\pi)$. Therefore, the distributions of discrete random signals (2) are Gaussian with zero mean values and variances $\lambda_k$. In order to generate the amplitude modulated random signals (2) within the same time interval $[t_0, T + t_0]$, it is sufficient to set the values of $t_0$ and $I(k)$ as the integer parts of $(2\pi/\omega_k + 1)$ and $(T \omega_k / 2\pi)$, respectively. Assuming that $x_k(t), k = 1, 2, 3, \ldots, N$, approximate the random processes obtained by filtering $\hat{y}(t)$ with band-pass filters having sharp cut-off characteristics in the frequency range $[\omega_k - \Delta \omega_k / 2, \omega_k + \Delta \omega_k / 2]$, the values of its power spectral density $\tilde{G}(\omega)$ at centre frequencies $\omega_k$ can be estimated by [10]:

$$\tilde{G}(\omega_k) = \frac{\tilde{\sigma}^2(\omega_k, \Delta \omega_k)}{\Delta \omega_k} = \frac{\lambda_k^2}{\Delta \omega_k},$$

where $\tilde{\sigma}^2(\omega_k, \Delta \omega_k)$ is the mean square value of the $k^{th}$ filter output.

Hence, by imposing $\tilde{G}(\omega_k) = G(\omega_k)$ yields
\[ \lambda_k = \sqrt{\Delta \omega_k G(\omega_k)}. \] (5)

The weighting coefficients, \( \rho_k, k = 1, 2, ..., N, \) are used in relation (1), in order to compensate the band-pass filtering effects on the values of parameters \( \lambda_k \) calculated from (4) and (5).

For generating sample functions of the random process \( \hat{y}(t), 0 \leq t \leq T, \) the following algorithm is proposed:

**Step 1.** Choose a sampling time interval \( \Delta t \) in order to produce the Nyquist folding frequency higher than the highest frequency of practical interest in the given power spectral density \( G(\omega) \).

**Step 2.** Generate \( N \) time series of independent random numbers \( u_k(t_{ij}), k = 1, 2, ..., N, \) \( i = 0, 1, 2, ..., I(k) \) uniformly distributed in \([0,1]\).

**Step 3.** Generate \( N \) independent time series of random deviates \( A_k(t_{ij}), k = 1, 2, ..., N, \) \( i = 0, 1, 2, ..., I(k) \) from Rayleigh distributions with parameters \( \lambda_k \) by using the inverse function of Rayleigh cumulative distribution:

\[ A_k(t_{ij}) = \lambda_k \left( -2 \ln \left[ 1 - u_k(t_{ij}) \right] \right), \quad i = 0, 1, 2, ..., I(k). \] (6)

**Step 4.** Generate a set of independent random numbers \( \theta_k, k = 1, 2, ..., N \) uniformly distributed in the interval \([0, 2\pi]\).

**Step 5.** Determine \( A_k(t_i), k = 1, 2, ..., N, i = 1, 2, ..., M \), by linear interpolation of \( A_k(t_{ij}) \).

**Step 6.** Generate the time series

\[ \hat{y}(t_i, \rho_1, \ldots, \rho_N) = \sum_{k=1}^{N} \rho_k A_k(t_i) \cos(\omega_k t_i + \theta_k), \] (7)

for an initial set of weighting coefficients values (e.g. \( \rho_k = 1, k = 1, 2, ..., N \)).

**Step 7.** Filter the generated sample time history (7) with the chosen band-pass filters and calculate the values of its spectral density at centre frequencies from

\[ \tilde{G}(\omega_k) = \frac{\hat{y}^2(\omega_k, \Delta \omega_k)}{\Delta \omega_k}. \] (8)

**Step 8.** Determine the values of weighting coefficients \( \rho_k, k = 1, 2, ..., N \) by using an optimization procedure like genetic algorithms (GA) [13] or trial and error methods with respect to the criterion

\[ \left| \tilde{G}(\omega_k) - G(\omega_k) \right| < \varepsilon, \quad k = 1, 2, ..., N, \] (9)

where \( \varepsilon \) is a convenient threshold for the relative error.

If a spectral analysis with constant percentage bandwidth filters is considered, than the ratio of two consecutive centre frequencies is constant, i.e.

\[ \frac{\omega_{k+1}}{\omega_k} = \beta, \quad k = 1, 2, ..., N - 1. \] (10)

Therefore if the frequency range for spectral analysis is \([\omega_{\text{min}}, \omega_{\text{max}}]\) the total number of centre frequencies is

\[ N \approx 1 + \frac{\log \omega_{\text{max}} - \log \omega_{\text{min}}}{\log \beta}. \] (11)
3. APPLICATION OF THE SIMULATION METHOD

In the following applications of the proposed simulation method, the power spectral densities of simulated time histories are estimated from equation (4) by using third-octave band-pass filters centred at preferred frequencies defined in ISO R 266. Although nominal frequencies are used to identify the filters, the true centre frequencies of third octave filters are calculated from $10^{n/10}$, where $n = 0, 1, 2, \ldots$ is the band number. The extending of preferred frequencies defined in ISO R 266 below 1 Hz can be obtained for negative integer values of $n$. Therefore, the ratio of two consecutive centre frequencies of third octave filters is $\beta = \frac{\omega_{k+1}}{\omega_k} = 10^{1/10} \approx 2^{1/3}$. In this case,

$$\omega_{\text{min}} = 2\pi \cdot 10^{n/10} \text{ rad/s}, \quad \omega_{\text{max}} = 2\pi \cdot 10^{p/10} \text{ rad/s},$$

where $p > q$ are integer numbers. The application of relation (11) yields

$$N = p - q + 1.$$  

The proposed method is applied to simulate the road input with the target PSD expressed by a rational function of two polynomials of \omega$ [2, 3, 4, 15]:

$$G_T(\omega) = \frac{2\sigma^2}{\pi} \frac{aV\omega^4 + (a^2 + b^2)V^2\omega^2}{\omega^4 + 2(a^2 - b^2)V^2\omega^2 + (a^2 + b^2)^2 V^2},$$  

where $V$ is the running speed, $a$, $b$ are coefficients depending on type of road and $\sigma_T$ denotes the standard deviation of road irregularities. For numerical simulation was considered the PSD of a paved road input, given by (14) for the following values involved parameters [15]: $a = 0.32 m^4$, $b = 0.64 m^4$, $\sigma_T = 1.7 \cdot 10^{-2} m$, $V = 20 m/s$.

By applying proposed method for the threshold of relative error $\varepsilon = 0.1$, the following values of weighting coefficients were obtained:

$$\begin{align*}
\rho_1 &= 1.12, \quad \rho_2 = 1.57, \quad \rho_3 = 1.1, \quad \rho_4 = 1.2, \quad \rho_5 = 1.07, \quad \rho_6 = 1.08, \quad \rho_7 = 1.1, \\
\rho_8 &= 1.03, \quad \rho_9 = 1.13, \quad \rho_{10} = 1.08, \quad \rho_{11} = 1.05, \quad \rho_{12} = 1, \quad \rho_{13} = 1, \quad \rho_{14} = 1.05, \\
\rho_{15} &= 1.1, \quad \rho_{16} = 1.1, \quad \rho_{17} = 1.1, \quad \rho_{18} = 1.05, \quad \rho_{19} = 1.15, \quad \rho_{20} = 1.16, \quad \rho_{21} = 1.25.
\end{align*}$$

The results are presented in Figs. 1 and 2, where subscripts T and R denote the target PSD and the simulated functions obtained by using Rayleigh distribution.

![Fig. 1 – Sample of simulated road input for target PSD.](image-url)
4. VALIDATION OF SIMULATION METHOD THROUGH THE OF RESPONSE OF A QUARTER CAR MODEL

In this section, the quarter-car model shown in Fig. 3 is used to compare the vehicle response to the above generated road profile input with that obtained analytically by using input-output relationships for linear physical systems. The vehicle is assumed to travel at a constant forward speed $V$. It is also assumed that the road-tire contact is a point that follows the road profile at all times.

![Fig. 3 – The quarter-car model of the vehicle.](image)

The equations of motion can be written as

\begin{align*}
    m_1 \ddot{x}_1 + c_1 (\dot{x}_1 - \dot{x}_2) + k_1 (x_1 - x_2) &= 0 \\
    m_2 \ddot{x}_2 - c_1 (\dot{x}_1 - \dot{x}_2) + c_2 (\dot{x}_2 - \dot{y}) - k_2 (x_2 - y) &= 0,
\end{align*}

where $y(t)$ is the road input for a travelling speed $V$.

The matrix of frequency response functions of system (16) is obtained as [5, 9, 15]
Generation of stationary Gaussian time series compatible with given power spectral density

\[ H_{xy}(\omega) = -\left[ -\omega^2 M + i\omega C + K \right]^{-1} \cdot \left[ i\omega C_0 + K_0 \right], \]

where the matrices \( M, C, K, C_0, K_0 \) are given by

\[
M = \begin{bmatrix} m_1 & 0 \\ 0 & m_2 \end{bmatrix}, \quad C = \begin{bmatrix} c_1 & -c_1 \\ -c_1 & c_1 + c_2 \end{bmatrix}, \quad K = \begin{bmatrix} -k_1 & -k_1 \\ -k_1 & -k_1 + k_2 \end{bmatrix}, \quad C_0 = \begin{bmatrix} 0 \\ -c_2 \end{bmatrix}, \quad K_0 = \begin{bmatrix} 0 \\ -k_2 \end{bmatrix}.
\]

The matrix of frequency response functions the quarter car model can be given the form

\[ H_{xy}(\omega) = \begin{bmatrix} H_{x_1y_1}(\omega) \\ H_{x_2y_2}(\omega) \end{bmatrix}. \]

The output spectral density matrix is obtained from [9, 10, 14].

\[ G_x(\omega) = \begin{bmatrix} G_{x_1}(\omega) & G_{x_1x_2}(\omega) \\ G_{x_2x_1}(\omega) & G_{x_2}(\omega) \end{bmatrix} = \bar{H}_{xy}(\omega) G_s(\omega) \bar{H}_{xy}^T(\omega). \]

The r.m.s. values of the absolute acceleration of sprung and unsprung masses can be calculated from

\[ \sigma_{x_1} = \sqrt{\int_{\omega_{\text{min}}}^{\omega_{\text{max}}} \omega^4 G_{x_1}(\omega) d\omega}, \quad \sigma_{x_2} = \sqrt{\int_{\omega_{\text{min}}}^{\omega_{\text{max}}} \omega^4 G_{x_2}(\omega) d\omega}. \]

The r.m.s. sprung mass acceleration is considered as a ride quality parameter, while the r.m.s. value of dynamic road-tire contact force \( F(t) = k_2 \left[ x(t) - y(t) \right] \) is used for road holding assessment. The frequency response function of road-tire contact force can be written as

\[ H_{F_{x_2}}(\omega) = k_2 \left[ H_{x_2y_2}(\omega) - 1 \right]. \]

The power spectral density and r.m.s. value of the contact force are given by:

\[ G_F(\omega) = \left| H_{F_{x_2}}(\omega) \right|^2 G_s(\omega), \quad \sigma_F = \sqrt{\int_{\omega_{\text{min}}}^{\omega_{\text{max}}} G_F(\omega) d\omega}. \]

Neglecting the tire internal damping, the vehicle system parameters for the quarter-car model are given in Table 1. They are typical for a medium size passenger car [15].

<table>
<thead>
<tr>
<th>( m_1 ) [kg]</th>
<th>( m_2 ) [kg]</th>
<th>( k_1 ) [N/m]</th>
<th>( k_2 ) [N/m]</th>
<th>( c_1 ) [Ns/m]</th>
<th>( c_2 ) [Ns/m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>265</td>
<td>31.5</td>
<td>11 370</td>
<td>167 000</td>
<td>835</td>
<td>0</td>
</tr>
</tbody>
</table>

The system amplification factors \[ H_{x_1y_1}(\omega), \quad H_{x_2y_2}(\omega), \quad \left| H_{F_{x_2}}(\omega) \right| / k_2 \] are plotted in Fig. 4.

Considering the target PSD given by (14) and previously simulated sample function \( y_R(t) \) as the input of the quarter car model shown in Fig. 3, the system outputs \( x_R(t), x_{2R}(t) \) were obtained by numerical integration of the equations (16) and their power spectral densities \( G_{x_1R}(\omega), G_{x_2R}(\omega) \) were determined by filtering method using the same set of third-octave filters. Next, the relation (23) yields the spectral density \( G_{F_{x_2}}(\omega) \). Figure 5 shows comparatively the predicted and simulated power spectral densities.
The mean square of the simulated absolute accelerations and road-tire contact force can be derived straightforward from (21) and (23). The results are shown in Table 2.

The results presented in Fig. 5 and Table 2 show that the proposed method for generation of time series compatible with a given PSD can provide a sufficient statistical description of a road input as a realization of a Gaussian stationary random process with zero-mean value. Therefore, the simulated sample functions can be used to determine the response of a vehicle traversing the road by means of analytical or numerical simulation methods.
5. CONCLUSIONS

In this paper, an effective approach to the simulation of wide-sense stationary random time series, defined by its PSD, is presented. A sample function of the target random process is represented by a superposition of weighted statistically independent sine waves with uniformly distributed phase angles and random envelopes following Rayleigh distributions. As all components of this representation are deviates from Gaussian distributions, the sampling distribution function of the resulting random time series approaches a Gaussian distribution for reasonable large number of frequencies chosen within the effective frequency bandwidth of target PSD. The proposed method gives the possibility to simulate with good accuracy time series compatible with any given analytical expression or experimental data for power spectral density.

The method is illustrated by the simulation of road input with specified rational power spectral density. The results show a good agreement between the power spectral density of the generated road input and the target one. The method is validated through comparison of the predicted response of a quarter car model for the given road input PSD with that obtained for the simulated road input compatible with the same PSD.
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