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Necessary conditions for normal efficient solutions to a class of multiobjective fractional variational
problems (MFP) with nonlinear equality and inequality constraints are established using a parametric
approach to relate efficient solutions of a fractional problem and a non-fractional problem. Based on
these normal efficiency criteria a Mond-Weir type dual is formulated and appropriate duality
theorems are proved assuming ( p, b )-quasiinvexity of the functions involved.
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1. NOTATION AND STATEMENT OF THE PROBLEM

Let R” be the n-dimensional Euclidean space. Throughout the paper, the following conventions for

vectors in R” will be adopted.
For vectors v=(v{,...,v,), w=(Wy,...,w,) the relations v=w,v<w, v<w, and v<w are

defined as follows

Let [ =[a,b] be a real interval and fz(fl,...,fp):lxR"an—>Rp,k:(k1,...,kp):

IxR"xR">R?, g=(g{,, gy ) IxR"xR">R™, h= (hl,...,hq):IxR"xR"%Rq be twice
differentiable functions.
Consider a vector-valued function f(¢,x,x), where €/ and x:/ —R" with derivative x with

respect to z.Denote by f, and f; the p x n matrices of first-order partial derivatives of f* with respect to x
and %, i.c. fy=(fivs faxses for) and fi = (i fogor fps ) with

of; of; R
fo| 2T and = D D2
axl ox axl a‘xl’l

Similarly, k., g,.,h, and k;, g;,h; denote the pxn, mxn,qxn matrices of the first partial

n

derivatives of k, g and / respectively, with respect to x and x.Let C(Z, R") denote the space of piecewise

smooth (continuously differentiable) functions x with the norm ||x|| = |x||oo -i-||Dx||Oo , where the differential

operator D is given by
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u=Dx < x(t)= x(a)+J:u(s)ds ,

where x(a) is a given boundary value. Therefore, D =d / dt, except at discontinuities.
Consider the multiobjective variational problem

b . b )
Iafl(t,x,x)dt Iafp(t,x,x)dt

[(kxod [ k,@xd

Minimize

(MFP)
subject to
x(a)=agy, x(b)=by,

g(t,x,x)20, h(t,x,x)=0,Vtel

b
Assume that J. ki(t,x,x)dt >0 forall i=1,2,---,.p.
a

Let D:{xe C(I, R ")| x(a)y=ay, x(b)=by, f(t,x,x) <0, h(t,x,x)=0,V1 e[} be the set of all
feasible solutions to (MFP).

2. PRELIMINARIES. THE MULTIOBJECTIVE VARIATIONAL PROBLEM

In this section we recall some definitions and auxiliary results that will be needed later in our
discussion of efficiency conditions and Mond-Weir duality to (MFP).
Consider the multiobjective variational problem

min | b £t %, %) di = ( j” £itx, %) di. jb £, (t,%,%) dt)

(MP) 1 subjectto x(a)=ay,x(b)=b,
g(t,x,x)L0, h(t,x,x)=0, tel.

The domain of (MP) is also D.

Definition 2.1. A feasible solution x’ €D is said to be an efficient solution to (MP) iff for all feasible
solutions x € D

b b b b
j f(z,x,x)dzgj £,x°,:%d = j f(t,x,5)dt = j £t,x°,50)de

Let s:/ xR"xR"™—R be a scalar continuously differentiable function and consider now the scalar
variational problem

C. b .
Minimize J. s(t,x,x)dt
a

(SP) < subject to x(a)=ag, x(b) = by
g(t,x,x)L0,h(t,x,x)=0, tel.

Definition 2.2. The optimal solution x’ eDto (SP) is called normal if L # 0.
According to this definition, without loss of generality, in what follows we can take A =1.

The next result gives necessary Valentine’s conditions [4] for the optimality of xto (SP).
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Theorem 2.1 (Necessary Valentine’s conditions). Let x° be a (normal) optimal solution to (SP) and
let s, g and h be continuously differentiable functions. Then there exists a scalar M and piecewice smooth

functions uo (t) and v? (t) satisfying the conditions
A, (46X, K0) 4 () g, (6%, K0) + 00 (1) h (6, X0, K) =
(VC)<= %[XSX (t,x°,x")+p’(1) 'g. (t, x’,x%)+0° (th (t, x”,%x%)]
() gt x", %) =0, n’()20, Vel (i=1).
We have
Lemma 2.2 (Chankong, Haimes [1]). x’ eDis an efficient solution to problem (MP) if and only if

xO is an optimal solution to the scalar problem

Minimize J.: fi(t,x,x)dt

subject to x(a) =ag, x(b) = b,
g(t,x,x)=0,h(t,x,x)=0, tel

b . b 0 -0 LT L.
If](tax7x)dtéjfj(tax s X )dtajzl’p5]¢l'
a a

Pi(xo)

foreachi=1,..., p.
Lemma 2.3. If x%is a (normal) optimal solution to the scalar problem Pl-(xo), then there exist a
scalar A; (A; =1) and functions W; and v, such that

7\'ifix (t7 X09XO)+ ui (t)'gx (t’XO’XO) + Ui (t)hx (t7x03)‘(0) =
=S (R 0 (0 (XK 40,0 (X K] e
b (0)'gt,x",x") =0, p(t)20, Vtel

2 20,0 =1),

Theorema 2.4. Let x° €D be a normal efficient solution to (MP). Then there exist a vector A0 er?

and piecewise smooth functions uo :1 >R™ and v°: 1 >R that satisfy the Valentine’s conditions

A x0 )+ @) g, (1, x0, 30+ 0 ()h, (1, x°,50) =

M) :%[ko'fx(t,xo,x0)+uo(t)gx(t,xo,X0)+oo(t)hx(t,xo,5c0)]
wl @' gt.x*,5%) =0, n;(n20, viel

20 >0, &% =1, e=(1,..,1)eR.

Let p € R and a function b : X x X —[0, ). Put

b
H(x)= j h(t, x, %) dt
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Definition 2.3. The function H is said to be (strictly) (p,b)-quasiinvex at x¥ if there exist vector
functions M: 1 x X x X = R" with n(¢, x(¢), x(t)) = 0 for x(¢) = xo(t) and O: X x X — R” such that

for any x (x#x"), Hx)<HE) =

= b(x,x")[ ', (6X°,%") + (D) (X, %) dt (<) < = ph(x, x)[6(x, )Hz.

3. EFFICIENCY NECESSARY CONDITIONSFOR (MFP)

Consider now the problem

b
jﬁ@%@m
min CZ—
* ki (t,x,%) de

subject to  x(a) =ag, x(b) =b,
g(t,x,x)<0,h(t,x,x)=0, tel

[riexiyda [ fx050)d
a” - < sa

b . = ¢b .
ij(t,x,x)dt ij(t,xo,xo)dt

(FP),; (x*)

s J=Lp,j#i.

Denoting

problem (FP); (xO) can be written as

[ fit.x. %) di
NUCETI

min b
x jki(z,x,x)dt
a

(FPR); subject to  x(a)=a,, x(b)=0b,

g(t,x,x)<0,h(t,x,x)=0, tel

(1 x 2~ R% (L x, 01dr 0, j=Lp, j %1,

Consider now the problem

. b . 0 )
min ['[f, (t.x, %)~ Rk (¢,.x, 5)] dr
x,u *4

subject to x(a)=ag, x(b) =b,
g(t,x,x)<0,h(t,x,x)=0, tel

b R
[Uf; % 0) =Rk (1, x, 0] e <0, j =1, p, j #i.
a

(SPR);

Lemma.3.1 (Jaganathan [2]). x° € D is optimal to (FPR); if and only if x°is optimal to (SPR);.
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Theorem 3.2. x° €D is an efficient solution for (MFP) if and only if it is an optimal solution for each
of the problems (SPR);, i=1,p.

Definition 3.1. x° €D is said to be a normal efficient solution of (MP) if it is a normal optimal

solution to at least one of the scalar problems (FP); (xo) , = G .
Let a vector A =(A,..,A,)'€ R? and functions u:7/—>R? and v:I —R". Consider the
function V' : I xR"x R"xR"”xR?—R defined by
Vit,x,h,n,0) = i A; [f, (t,x,x)— R,-Ok,- (t, x, )'c)]+ () g(t, x, x)+v(t) h(t, x, x).
i=1

Theorem 3.3 (Necessary efficiency conditions). Let x° €D be a normal efficient solution to problem

(MFP). Then there exist A’ eR” and piecewise smooth functions uo I —>R"™ and 0°: 1 ->RY that
satisfy the conditions

Vx(t,xo,ko,},lo,oo)=%Vx(t,xo,k0,uo,oo)

MFV){ 1’ (gt x?,%%)=0, n’ (20, viel
202020 =1, e=(1,,...1)eRP.

Denote
F,.(x"):j:ﬁ(z,xo,xo)dt, Ki(xo):jjki(t,xo,xo)dt.
We then have
RO - Fi(x") izl
Ki(xo)

Theorem 3.4 (Necessary efficiency conditions). Let x°be a normal efficient solution to problem

(MFP). Then there exist 2 eR” and piecewise smooth functions uo 1 >RY and v°: 1 >R" that
satisfy the conditions
p

DMK () (X, %) = B (x )k, (X7, x")]+ 1 (0)'g, (6 x",x") + 0" () 'h (t,x",X") =

i=1
p

(MFV) {= %{z A TR (X (46X, %) = E (x ke (6%, % )]+ (1) 'g, (6,x7, %) + 0" (Dh, (6,x°, %)}
i=l1

n’(0)'g(t,x’,x°) =0, p’()20, vtel
A0 >0, e’ =1.

4. MOND-WEIR TYPE DUALITY

Let {J;,....,J, } be a partition of {l,..,m } and {Kj,..., K,} a partition of {l,..., g} . Consider
functions y,ve C(I,R"). We associate with (MFP) the multiobjective variational problem (MFD)
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b . b .
[ty d [ f(ty.9)de

[ktyyd [k tyyd

Maximize

subject to y(a)=a,, y(b)=b,

(MFD) Zp:% [K;(Df, (ty, 9) = E @k, (ty, )]+ u®) g, (t,y,y) + v(t) 'y (t,y,y) =

= % {i MK (D)E (4, Y, ) = E(y)ky, (6, y, )1+ u(t)'g, (t,y, ) + v(t) 'h (t,y, )}

MJa (t)'gJu (ta y, Y) + UK“ (t)hKOL (ta Ya Y) 2 05 a= I,_I' ] Vt € I
A0, e'A=1.

Denote by © (MFP)=7(x) the value of problem (MFP) at x € D and let 3(MFD)= 0&(»,A,Mn,v) be

the value of the dual (MFD) at (y,A,m,0) € A, where A is the domain of (MFD).
Theorem 4.1 (Weak duality). Ler x and (y,A,WU,Vv) be feasible points of problems (MFP) and
(MFD). Assume that are satisfied the conditions

a) foreach i=1,p wehave F;(x)>0, K;(x)>0.,VxeX.

b) for each i= G F;(x) is (p},b)-quasiinvex at y and —K;(x)is (p},b)-quasiinvex at y,
all with respect to M and 0.
b
c) I [wy, @)'gy @, x;u)+vg () hg (t,x,%)]dt is (py, ,b) -quasiinvex at y with respect to
a o o o o

M and ©.
d) one of the functions of b)-c) is strictly (p,b)-quasiinvex

14 r
e) zki[P;'Ki(y)"'P;"F}(J’)]"'z P 20.
i=1 a=1

Then m(x) < 8 (v, A, 1, V) is false.

Theorem 4.2 (Direct duality). Let x"be a normal efficient solution to the primal (MFP) and assume
the hypotheses of Theorem 4.1. Then there exist A’ eR? and piecewise smooth functions },to I —>R"™
and v° 11 >R" such that (xO,KO,uo, UO) is an efficient solution to the dual problem (MFD) and,
moreover, 7r(x0) =0 (xo,ko,uo, UO) .

Theorem 4.3 (Converse duality). Let (xo,ko,uo, Uo)be an efficient solution to the dual problem

(MFD) and assume the conditions:
a’) X is a normal efficient solution to the primal (MFP).

bO)foreach izm, Fl-(xo)>0, Ki(x0)>0.
CO) for each i:G, F;(x) is (p},b)-quasiinxex at x°, and - K;(x) is (pj,b)-quasiinvex

at x°, all with respect to M and 9.
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m

b
d%) j W, ()'g, (t,x,¥)+vg (O)hg (t,x,%)]dt is (p",b) -quasiinvex at (x°,u")with
a o o o o
respect to M and 0.

e ) one of the functions of b 0) -c 0) is strictly (p,b)-quasiinvex.

4 r
0 Op~r 0 " 0 m
£7) 2 APIK (V) +piF;(x)]+ D pg 20.
i=1 a=1
Then % = x° and, moreover, n(xo) =0 (xo,ko,uo,oo) .
The proofs will appear in [3].
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