PREFACE

Membrane computing is a branch of natural computing aiming to abstract computing models, called membrane systems, from the structure and the functioning of the living cell as well as from the cooperation of cells in tissues, organs, and other populations of cells. This direction of research was initiated in 1998 and it has developed quickly into a vigorous scientific discipline. Already in 2003, Thompson Institute for Scientific Information, ISI, declared this area as a fast emerging research front in computer science. Indeed now, about ten years since the circulation of the paper that initiated membrane computing on the Internet (it was published in The Journal of Computer and System Sciences in 2000), the bibliography of this domain contains more than 1200 titles-among them about 25 PhD theses, about 30 collective volumes, and about 15 special issues of journals devoted to membrane computing. Many classes of P systems (as membrane systems are currently called) were introduced, with mathematical, computer science or biological motivation. A substantial broad body of theory has been created. Applications were reported especially in biology and bio-medicine, but also in unexpected directions, such as economics, approximate optimization, and computer graphics. A number of implementations are currently attempted.

Two specialized meetings are organized every year: the Workshop on Membrane Computing, started in 2000 in Curtea de Argeş, Romania (the tenth edition took place again in Curtea de Argeş, in August 2009), and the Brainstorming Week on Membrane Computing, organized in Seville, Spain, at the beginning of each February. Several conferences devoted to bio-inspired computing either have membrane computing in their scope or have satellite workshops devoted to membrane computing. Proceedings and/or special issues of journals are published as a result of these meetings. This huge amount of information accumulated so fast that now it cannot be covered in a monograph written by a single author or a small group of authors (as was still possible in 2002, when one of us wrote a monograph in membrane computing published by Springer-Verlag). Therefore we have decided to produce the Handbook of Membrane Computing.
The goal of the handbook is to provide an overview of the state-of-the-art (as of 2008) written by the leading researchers in this area. The handbook should serve as the main source of information on membrane computing on both the general/informal level and on the technical level. Through the references of individual chapters, it also provides a comprehensive guide to literature. Moreover, it is a source of interesting/challenging research problems and trends in membrane computing.

The handbook is organized in such a way that each chapter can be read independently of other chapters-each chapter has its own prerequisites and its own bibliography. To facilitate the reading of individual chapters, we have provided a chapter on basic notions, notations, and results of computability and formal language theory (Chapter 3)-these are used throughout the handbook. Also, especially for the newcomers to this research area, we provide an introduction to and an overview of membrane computing.

More specifically, the handbook consists of 20 chapters (one of them with subchapters), and three introductory/prerequisite chapters. Together they represent the main directions of research in membrane computing, covering theory, applications, and implementation/software issues. An additional bibliographical list, containing only books, collective volumes, PhD theses, and special issues of journals, closes the volume, providing valuable additional information about the literature. The interested reader can find a complete bibliography of membrane computing (with a lot of additional information about this research area) at the web address http://ppage.psystems.eu (also accessible from http://psystems.disco.unimib.it, where the page was hosted for almost a decade).

Chapter Summaries

The goal of Chapter 1 (An Introduction to and an Overview of Membrane Computing) is to introduce basic concepts (together with the motivation behind them) and formalism of membrane computing as well as to provide an overview of main research directions. In this way, Chapter 1 is a sort of road map to both membrane computing and the organization of the present handbook. It is advisable to read this chapter before reading any other chapter (except for Chapters 2 and 3).

Chapter 2 (Cell Biology for Membrane Computing) provides some useful prerequisites for the comprehension of the cellular structures and the processes from which the models of membrane computing have been inspired. One starts by describing with some details the differences between the two distinct types of cells, prokaryotic and eukaryotic cells, with a particular emphasis on several aspects of the cellular membrane (components, transport and receptor proteins, electrochemical potential) and of intracellular processes (metabolism, gene expression, signal transduction). Then, one presents two supracellular levels of biological organization, that is, the structure of tissues in multicellular organisms and population-like behaviors within colonies of bacterial cells.

In turn, Chapter 3 (Computability Elements for Membrane Computing) introduces most of the computability elements (concepts, definitions, and results) necessary for the subsequent chapters of the book. One recalls basic facts from language and automata theory, as well as from computational complexity theory. The references given at the end of the chapter provide details and more specialized notions and results, less frequently used in membrane computing.

Chapter 4 (Catalytic P Systems) introduces and investigates one of the basic classes of P systems. One describes the computational power of the original model of P systems and of specific variants of these catalytic P systems, especially when only catalytic rules are used. There are presented several universality results, but also transition modes which only yield regular sets. Moreover, catalytic P systems are not only considered as generating devices for sets of (vectors of) natural numbers, yet also as acceptors and as devices to generate formal languages. Finally, variants of deterministic systems as well as more powerful variants of catalysts are considered.

Chapter 5 (Communication P Systems) considers various models of P systems that evolve only by communicating objects between regions - especially based on formal counterparts of the biological processes of symport and antiport. Their computational power is examined using different combinations of transition modes and halting conditions. The descriptional complexity of systems using symport and antiport rules is investigated and corresponding results with respect to the number of membranes, the number of used symbols, the size and the number of rules are presented.

The next chapter, Chapter 6, (P Automata) considers accepting P systems, in most cases with only communication rules; such devices combine characteristics of classical automata and distributed natural systems being in interaction with their environment. One presents the most important variants of P automata and their properties, with special emphasis put on their computational power.

Chapter 7 (P Systems with String Objects) presents P systems with objects described by strings, processed by rewriting rules (usual rules or with replication). The computing power of such systems is investigated.

The next chapter, Chapter 8, (Splicing P Systems) continues the study of P systems with string objects, giving an overview of P systems operating on strings by using the splicing operation (the abstraction of a biological process involving DNA molecules and enzymes). Various models of splicing (tissue) P systems are presented and the most important results concerning them are recalled. Universal splicing P systems are also described.

Chapter 9 (Tissue and Population P Systems) passes from cell-like P systems (with the structure of membranes described by a tree) to tissue-like P systems (with the membranes arranged in the nodes of an arbitrary graph). The main classes of tissue and population P systems working on symbol and string objects are presented and some generalizations and applications of them are briefly mentioned.

Chapter 10 (Conformon P Systems) deals with P systems whose objects are described both by their name and a numerical value (such a pair is called a conformon). Conformon P systems have been studied both as computational devices and as a platform to model biological processes. This chapter gives a complete overview of the results concerning their computational power and briefly discusses a way to model the dynamics of HIV infection in this framework.

Chapter 11 (Active Membranes) presents the class of P systems whose rules directly involve the membranes where they act, also making evolve the membrane structure during the computation. Such systems are called with active membranes. An important kind of rules are those which can enlarge the number of membranes, in special, rules for membrane division. Besides presenting various types of rules with active membranes, one briefly examines here the computing power of various classes of P systems using such rules. The use of the enhanced parallelism provided, e.g., by dividing membranes for solving computationally hard problems is considered in other chapters of the handbook.

An important/active research direction is addressed in Chapter 12 (Complexity - Membrane Division, Membrane Creation), namely computational complexity theory aspects for P systems. Complexity classes associated with different models of P systems are defined. Limitations on the efficiency of basic transition P systems lead to consider other features (rules for division and creation of membranes) able to produce an exponential amount of computational resources in polynomial time. A comprehensive overview of existing results is presented. In particular, frontiers between efficiency and non-efficiency in terms of (minimal) ingredients needed to (efficiently) solve computationally hard problems are analyzed. Many interesting characterizations of the P ≠ NP conjecture arise for these unconventional computing models.

Chapter 13 (Spiking Neural P Systems) describes a variant of P systems that models the way neurons interact to form a “computation”. One recalls the basic definitions, several normal forms, and then one considers systems that operate in an “asynchronous” mode. Universality results, as well as closure and decidability properties are presented. Finally, one shows how spiking neural P systems can be used to solve computationally hard (NP-complete) decision problems, both numerical (such as Subset Sum) and non-numerical (sat and 3-sat). In the previous chapters, only P systems with objects placed in membranes are considered. 
Chapter 14 (P Systems with Objects on Membranes) presents several classes of P systems where objects are placed either only on membranes or both on membranes and in the compartments delimited by them. Three main types of systems are considered: (i) those inspired by Cardelli’s brane calculi (objects evolve together with membranes, by operations of the exo-, endo- phagocytosis type), (ii) systems where objects bound on membranes control the evolution of objects in the neighboring regions (they are called “Ruston models”), and (iii) systems where objects are placed both on membranes and in regions and they can change their place (called “Trento models”).

A natural and fruitful link is explored in Chapter 15 (Petri Nets and Membrane Computing) between P systems and Petri nets. Petri nets are a well-established model of concurrent and distributed computation featuring a wealth of tools for the analysis and verification of their behavioral properties. Like P systems, Petri nets are in essence multiset rewriting systems. Using this key commonality, the authors describe a faithful translation from basic P systems to Petri nets, then one sketches the changes required to deal with promoters and inhibitors and with dynamically changing membrane structures. To capture the compartmentalization of P systems, the Petri net model is extended with localities and one shows how to adapt the notion of a Petri net process accordingly. This makes it possible to describe ongoing concurrent behavior of P systems in terms of causalities between the reactions that are taking place.

Chapter 16 (Semantics of P Systems) is devoted to the P systems semantics, particularly to their operational semantics. First one presents an abstract syntax of the P systems, and one defines a structural operational semantics of P systems by means of three sets of inference rules corresponding to maximally parallel rewriting, parallel communication, and parallel dissolving. Then one describes an implementation of the P systems based on the operational semantics, together with some results on its correctness. Using a representation given by register membranes, it is possible to describe the evolution involving rules with promoters and inhibitors. The evolution is expressed in terms of both dynamic and static allocation of resources to rules, and prove that these semantics are equivalent. Dynamic allocation allows translation of the maximally parallel application of membrane rules into sequential rewriting.

Chapter 17 (Software for P Systems) provides an overview of the many computer programs produced in the last years in order to simulate P systems. These software products have both a didactic purpose and are useful in the various applications of membrane computing. The chapter presents a brief state-of-the-art in this respect.

With Chapter 18 (Probabilistic/Stochastic Models) there starts a series of chapters devoted to applications of P systems. Here, probabilistic and stochastic P systems and modeling principles regarding main molecular interactions occurring in cellular biology are introduced. Methods supporting formal verification and analysis are presented and a number of case studies show the power and suitability of these models.

Chapter 19 (Fundamentals of Metabolic P Systems) deals with a special class of deterministic P systems, introduced for expressing biological metabolism. Their dynamics are computed by a special type of regulated multiset rewriting. In this chapter the basic results on metabolic P systems are indicated and a procedure is outlined for constructing in this framework models of biological processes from time series of observed dynamics.

The next chapter, Chapter 20, (Metabolic P Dynamics) continues and generalizes the investigations from the previous chapter. A general framework for analyzing dynamical problems is outlined, and some definitions of dynamical concepts relevant to biology are proposed in terms of quasi determinism and fluctuations. A dynamical perspective of P systems is elaborated in terms of metabolic P systems, by showing significant examples of oscillatory patterns. A discrete approach to anabolism and catabolism is outlined, which proves the versatility of metabolic P systems in accounting for energetic aspects of biochemical reactions. 
An unexpected application of P systems is presented in Chapter 21 (Membrane Algorithms), in the form of a framework for devising distributed evolutionary algorithms involving various ingredients from membrane computing. What membrane algorithms inherit from P systems and what is newly brought to P systems by membrane algorithms are explained. Five applications of membrane algorithms, to the traveling salesman problem, to the job-shop scheduling problem, to the min storage problem, and two types of applications to the function optimization problem, are briefly described.

Chapter 22 (Membrane Computing and Computer Science) is organized around the main computer science application areas studied in the general framework of P systems: sorting, computer graphics, cryptography, and parallel architectures. The topics illustrate how the general theory of P systems and applied techniques meet together to give solutions to some important computer science problems.

Chapter 23 (Other Developments) presents a series of further research directions in membrane computing, such as P colonies (computing systems composed of as simple as possible agents, in the form of membranes with a limited contents and a small number of rules of a restricted type), the role of time in membrane computing (the power of P systems without a clock, of P systems with the result not depending on the time, and so on), membrane computing and self-assembly (for instance, computing by self-assembling certain structures from “bricks” of given types, in terms of tissue and population P systems of very restricted types), membrane computing and X-machines (one briefly describes how some classes of P systems can be transformed to communicating X-machines and vice-versa, the benefits gained out of these transformations, as well as the potential of combining the two models for solving complex problems or specifying dynamic systems, such as multi agent systems), P systems with ingredients inspired from quantum computing, membrane computing and economics (many economic processes can be modeled and simulated by means of P systems; the possibilities and limits of this approach are discussed and a case study is presented), the connection between membrane computing and mobile ambients, further research topics.

The handbook ends with a selective bibliography of membrane computing, indicating the books, collective volumes, PhD theses, special issues of journals devoted to this research area.
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